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PREFACE

The aim of this textbook is to provide an introduction to language acquisition 
from a strictly linguistic perspective. The theoretical framework I have chosen is that of 
generative linguistics for at least two reasons. Firstly, because one cannot present facts in 
a theoretical vacuum nor can one switch from one perspective to another with the excuse 
of bcing eclectic. Such an approach seems impracticable to me and, in many cases, 
misleading. Secondly, generative linguistics is the first model which clearly States that 
linguistic theory must meet two requirements: that of descriptive adequacy and that of 
explanatory adequacy. And also for the first time, it provides strong arguments that 
human language is part of our biological endowment. I do not know of any other 
linguistic theory that takes the problem of language leamability that seriously and which, 
by so doing, turns the study of language, seen as a mirror of the human mind, into one 
really worth pursuing. It follows then that the present textbook is aimed at students who 
have some prior knowledge of generative grammar. However, I have tried to provide 
dcfinitions whenever I thought that might be helpful to someone with no previous 
training in generative linguistics.

The textbook contains five interrelated but clearly distinct units. Unit I outlines 
the general framework. It focuses on what makes language knowledge so different from 
other cognitive skills and it provides a tentative definition of language acquisition.

Unit II is a more theory-oriented version of the first one: it presents the concept 
of language acquisition and its implications for language leamability theories in the 
history of generative linguistics, from Noam Chomsky’s Aspects o f the Theory o f Synlax 
to his Minimalist Program. The main goal of this unit is to offer the student an insight 
into generativism from the perspective of acquisition, with a view to showing how “old” 
the new Minimalist Program actually is. .

Unit III deals with morphological development, with a focus on how the dual- 
mechanism model can explain the overregularization or irregularization of 
morphological forms in early speech. It also briefly looks into issues related to the 
acquisition of derivational morphology and the way in which derivational and 
inflectional morphology intermingle in the child’s linguistic development.

Unit IV offers an introduction to the acquisition of syntax. It is actually 
organized in three parts. In the first part, I summarize the three main views on syntactic 
development available in the literature. The second and the third part represent 
illustrations of how one empirical phenomenon can be viewed from the perspective of 
each of the three models. Each part reviews a selection of studies addressing two specific 
topics: the opțional infinitive stage and early subjects. I have decided on these two topics 
for several reasons. One of them is that both have been the subject of a huge number of 
studies in recent years. This is because the analysis of opțional infinitives or early 
subjects inevitably requires tackling other issues as well, such as the acquisition of
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funcțional categories, of movement or of control. This is also the second reason for 
which I opted for opțional infinitives and early subjects.

Unit V addresses the problem of the syntax/semantics interface. It is organized 
in two parts. The first part deals with lexical development, explaining in what way the 
acquisition of vocabulary, just like the acquisition of syntax, is guided by some 
possibly innate constraints. The second part offers an overview of the various 
hypotheses about the acquisition of tense and aspect. It revisits, from a semantic 
perspective, the syntactic analysis of the early opțional infinitives.

1 hope that this textbook will help open up some of the fascinating world of 
language acquisition and that students will enjoy exploring it.
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ON THE NATURE OF LANGUAGE ACQUISITION
Language acquisition seems much like the growth o f 
organs generally; ir is something that happens to a child, 
not that a child does. And while the environment plainly 
maiters, the general course o f development and the basic 
features o f what emerges are predetermined by the inițial 
state [which is] a common hutnan possession. (Noam 
Chomsky - New Horizons in the Study o f Language, MIT 
class lecture, 1997)

KEY POINTS:
In this chapter you will learn about:
• tlie innateness hypothesis
• the role of the linguistic input in the process of acquisition
• the relationship behveen language acquisition and general cognitive development
• the modularity of mind and language -
• the criticai period hypothesis

1. Introduction

How does a baby’s babbling turn into words? How does a child begin to utter 
strings of words and then more and more complex sentences? Why do very young 
children choose to utter words instead of chirping or barking, even when they hear a pet 
chirp or bark every day? Why are humans the only creatures that possess this skill called 
language? What does this skill teii us about our mind, about the properties of our brain? 
Is it one more cognitive skill, similar to all the others? Why can we simply grow up 
speaking but still have trouble when, later in life, we want to learn a second or a third 
language?

Linguists, psychologists and neurobiologists have been trying to find an answer 
-  from different perspectives -  to these eternally fascinating questions (and to many 
related ones) in an attempt at gaining a better understanding pf the relation(s) between 
brain-mind-Ianguage. In what follows, the focus will be on what linguistic theory can teii 
us about the acquisition of language, though results from other fields, which can provide 
support in favour/against the hypotheses put forward by linguistic theory, may be 
occasionally invoked.

The general perspective will be the one provided by generative linguistics; 
behaviour and its products will be seen as "data that may provide evidence about the 
inner mechanisms of mind and the ways these mechanisms operate in executing actions 
and interpreting experience" (Chomsky 1997, MIT class lecture). Within such a 
perspective, the goal of the linguist is not only to describe language but also to account 
for the origin of language knowledge and for the process which leads to knowledge of 
one particular language; equally important, one has to explain how "different learners 
converge on similar mental representations on the basis of dissimilar environments" 
(Crain 1991:597), i.e. one has to account for the fact that the process of acquisition is 
fairly uniform across speakers.

Language 
analysis can 
help us 
understand 
the inner 
mechanisms 
of the human 
mind.
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The logical 
problem of 
language 
acquisilion: 
how can 
human 
beings 
acquire a rich 
system of 
linguislic 
knowledge in 
spițe of the 
poverty of 
the input?

The 
developmental 
problem of 
language 
acquisilion: 
how can one 
account for the 
regularities 
observed in 
real-lime 
acquisilion?

Analysis o f child speech can help us better understand what is universal and how 
the system of language is organised.

2. Input and acquisition

2.1 The question

The study of language acquisition reveals that, at a very early age, the child is 
acquiring words and structures at a very high rate. Markman (1994) reports data from other 
studies about the speed at which a child can acquire vocabulary. It seems that by the age of six 
children already know 9,000-14,000 words, which means that they leam approximately 9 
words a day from about 18 months on. It is also beyond doubt that the child can create and 
understand strings of words, which he/she did not hear in the input. By the age of 5, he/she has 
(almost) adult-like knowledge of the grammar of the target language. Complex sentences and 
complex structures are used and understood in an adult-like fashion.

The obvious question is how this is possible. The linguistic input which children 
receive is deficient: it does not always consist of complete grammatical sentences and it 
is limited. How can human beings who are exposed to an environmental linguistic 
stimulus, which is "impoverished, unstructured and fairly random" (Hornstein and 
Lightfoot 1981:13) acquire a rich system of knowledge which is structured and, by all 
means, non-random? This problem has been known in the literature as the logical 
problem o f  language acquisition (Baker and McCarthy 1981, Hornstein and Lightfoot 
1981), as thepoverty o f  the stimulus or as Plato'sproblem 1 (Chomsky 1986, 1988).

1 In Plato’s The Meno Socrales leads, through quesîions, an uneducated boy to the discovery of 
theorems of geometry. The assumption is that the boy, who had never been taught any mathematics at all, could 
discover theorems of geometry because he had some previous knowledge (from an earlier existence) which was 
reawakened in his mind through the questions Socrates asked. This problem was later rephrased by Bertrand 
Russell:"How comes it that human beings, whose contacts with the world are brief and personal and limited, are 
able to know as much as they do know?” One can easily see that the same problem arises in the case of language 
acquisition. (Chomsky 1988).

Besides this question, there is also the so-called developmental problem  (Felix 
1984) which is related to the question of "why natural languages are acquired the way 
they are, i.e. how can the regularities that have been observed in real-time acquisition 
processes be explained? " (Felix 1984:133).

One classical explanation is that children acquiring language can overgeneralise, 
use analogy, are good imitators and are constantly corrected by their elders, who provide 
the right type of input for acquisition to take place.

A different type of explanation is that the child’s linguistic development is fully 
determined by genetic properties. The claim is that human beings are endowed with the 
language faculty, one component of the human mind, which consists o f innate, 
genetically determined principles. On this view, the process of language acquisition is 
constrained by some specific linguistic knowledge.

In what follows these two main hypotheses will be discussed.

2.2 General learning strategies

2.2.1 ... and why they cannot explain it all

One tradițional explanation of how children acquire language maintains that the 
ability to form and interpret novei strings of words is based on domain-general
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procedures that are at the core of other types o f learning. In order to learn how to speak, 
the child would have to resort to general-domain procedures, such as analogy, 
abstraction, connection between categories, detection of novelty, which are operative in 
any other domain of cognition. The process of language development is said to be 
constrained by the children’s inherent cognitive capabilities and/or the social 
environment. Such a view is rooted in the behaviourist tradition, which defines human 
bchaviour as a mere reaction to present and past stimuli, leaving no room for linguistic 
knowledge abstracted away from stimulus/response behaviour. The role o f social and 
cognitive factors is emphasised.

One well-known linguist who applied the behaviourist theory to the study of 
language was Leonard Bloomfield, who argued that "a regular analogy permits a speaker 
io inter spcech-forms w hich he has not heard" (1933:275).

Though one cannot deny the role of social interaction or of general leaming 
mechanisms in the acquisition of language, one cannot ignore the overwhelming evidence 
which shows that "language growth", especially syntactic development, cannot reduce to 
analogy, connections, abstraction or social interaction. The relation which exists between the 
primary linguistic data (PLD) to which the child is exposed and the output grammar may rely 
on principles which are not operative in other kinds of leaming and which can account for the 
huge amount of creativity in language development as well as for the speed with which 
children acquire language. Language is much more than a mere mapping between 
cognition/social categories and linguistic pattems.

Language is 
more than a
mere 
mapping 
between 
cognitive/ 
social 
categories and 
linguistic 
pattems.

2.2.2 Structure dependence

One main assumption of generative linguistics is that sentences have hierarchical 
structure and hence syntactic operations are stated in terms of hierarchical operations which 
are dependent on structure and not on linear ordering, i.e. operations cannot rely on 
relations such as "first", "second", "closest", etc. This is the so-called Structure-Dependence •
Constraint, defined as ‘an innate schematism applied by the mind to the data o f experience’ 
(Chomsky 1971).

An interesting area for investigating whether children rely on structure- 
independent hypotheses or on deeper principles in the process o f language acquisition is 
the area of YES/NO questions because they seem to be consistent with both structure- 
dependent and structure-independent rules. Let us consider the following pairs of 
sentences:

(1) a. Bob is dever. / Is Bob dever?
b. You are hungry. / Are you hungry?
c. You can fo llow  me. /  Can you follow  me?

At first sight, the examples in (1) above may lead to the conclusion that YES/NO 
question formation in English relies on linear ordering. In order to create a YES/NO 
question, one has to apply the rule stated in (2):

(2) Front the first or the leftmost verbal element (is/can/have/etc.) in the 
sentence.

This will produce the correct interrogative sentence in the case o f a-c in (1) 
above where indeed the first verbal element has been fronted with grammatical results:

(3) Bob is dever.

15
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You are hungry.

You can follow me.
t__ I

YES/NO 
question 
formation is 
a slruelure- 
dependenl 
transform- 
ation.

However, if one wants to form a YES/NO sentence whose declarative 
counterpart is (4a) below the structure-independent rule stated in (2) would no longer 
apply; (4b) is ungrammatical:

(4) a. The boy who is passing by is my brother. 
b.*7s the boy who — passing by is my brother?

The ungrammaticality of (4b) points to the fact that Subject-Auxiliary Inversion 
(SAI) is not a structure-independent rule. The subject in (4a) is “the boy who is passing 
by” and the first verbal element is the auxiliary is in is passing. If  rule (2) applies the 
reșult is ungrammatical:

(5) The boy who is passing by is my brother.

There is 
experimental 
evidence 
that children 
rely on 
structure- 
dependency 
in early 
YES/NO 
question 
formation.

The ungrammaticality in (4b) shows that if the first verbal element is in a Relative 
Clause it cannot be fronted. The structure-independent hypothesis cannot yield the desired result; 
a structure-independent rule cannot apply in complex sentences.

As the hypothesis which relies on linear order is computationally simpler and 
since questions of the type in (1) are probably more often present in the input which a 
very young child receives one might imagine that children start with a structure- 
independent rule. However, from the point of view of learnability, such an assumption 
cannot account for how children manage to get rid o f this rule and come to know that 
(4b) is incorrect, i.e. it cannot explain how the child gets rid o f the structure-independent 
hypothesis and adopts the structure-dependent one. Chomsky (1971) argues that children 
always apply structure-dependent hypotheses in the process o f language acquisition.

Crain and Nakayama (1987) designed two experiments which tested precisely 
this claim, pointing out that children do not overgeneralise from cases like the ones 
illustrated in (1) to cases like the ones illustrated in (4). The first experiment elicited 
productions of YES/NO questions from 30 children of mean age 4; 7. Each child had to 
ask a doll named Jabba particular questions about a set o f pictures. The experimenter told 
the child: Ask Jabba i f .... For example, Ask Jabba i f  the boy who is watching Mickey 
Mouse is happy. 60% of the questions which the children produced were correct, which 
proves that the children applied the structure-dependent hypothesis.

The second experiment focused on the explanation of the errors made by the children 
in the first experiment. None of the mistakes the children made was caused by the application 
of the structure-independent hypothesis. The results lend support to the claim that children use 
structure-dependent hypotheses in the process of language acquisition.

2.2.3 Wanna contraction

Speakers of American English tend to contract want to in ordinary speech. 
However, the contraction is not permitted in all contexts. As the examples in (6) and (7) 
illustrate, contraction is licit when the embedded direct object is extracted (6b) but illicit 
when the embedded subject is extracted (7b):

16
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(6) a.Who, do you want to see lt?
b. Whot do you wanna see tt ?

(7) a. WhOj doyou  want ti lo kiss you?
b.*WhOi doyou wanna li kissyou?

Sentences like (7b) are not used in adult language. Their ungrammaticality derives 
from principles of grammar, which are not transparent in the input. Let us have a look at the 
representations which result after movement from object position has applied (8)-(9) and after 
movement from subject position has applied (9)—(10):

wanna 
contraction is 
illicit when 
the embedded 
subject is 
extracted.
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(9)
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(10) CP
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There is 
experimental 
evidence that 
children 
know thal 
wanna 
contraclion is 
illicit when 
Ihe embedded 
subjecl is 
extracted.

In (11) the original trace intervenes between want and to, blocking contraction.

Assuming that the young learners appeal to analogy and that the PLD contain (only) 
possible pairs of sentences, we would expect a child’s grammar to create subject sentences 
like (7b). But there is evidence that such sentences do not occur in early speech production.

Crain and Thornton (1991) tested for the early emergence of knowledge of this 
restriction. They elicited long-distance w/t-questions (both subject and object extraction 
questions) from 21 children who ranged in age from 2; 10 to 5; 5. The results clearly 
pointed out that at very early age children know this restriction: they do not contract when 
extracting the subject. Children’s production of subject-extraction questions with an illicit 
contraction was practically insignificant (4% of the time), in spițe of their clear preference 
to contract when asking object w/z-questions and when they contracted 59% of the time.

2.2.4 Backward anaphora

Crain and Thornton (1998) provide further evidence that children do not apply 
the usual learning-theoretic strategies in the acquisition o f language. This time evidence 
comes from the area of meaning.

In adult language, a sentence like (12a) can only be interpreted as in (12b); (12c) 
is deviant:

(12) a. He danced while ihe Ninja Turtle ate pizza.
b. He, danced while the Ninja Turtle; atepizza.

20
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c. *He, danced while the Ninja Turtle  ̂ate pizza. 2

2 This interpretation represents a violation of what has been called Principie C of Binding Theory: If a 
pronoun precedes a referențial NP (i.e. an R-expression), then they cannot both refer to the same object if  the 
pronoun c-commands the NP. C-command is defined as follows: A c-commands B if the constituent 
immediately dominating A also dominates B. For a more detailed explanation of Binding Principles, see for 
example Cornilescu (1995), Haegeman (1991/ 1997), Cook (1988) or Radford (1988).

3 The Truth-Value Judgement task is a comprehension technique used to investigate children's 
understanding of the meaning of sentences. "The Truth Value Judgment task can be used to teii if  sentences are 
ambiguous or unambiguous for children and adults. The distinction between unambiguous and ambiguous 
sentences proves to be crucial in demonstrating children's adherence to certain linguistic principles, known as 
constraints." (Thornton and Crain 1998:2)

At first sight, one may reach the conclusion that (12c) is impossible because the 
pronoun precedes the noun with which it is co-indexed. However, this “linear” 
explanation cannot account for those cases when the temporal clause precedes the matrix 
and when the restriction no longer applies. (13a) below is ambiguous: it can be 
interpreted either as in (13b), where he and the Ninja Turtle refer to different individuals, 
i.e. they do not have the same referent, or as in (13c), where he and the Ninja Turtle have 
the same referent.

(13) a. While he danced the Ninja Turtle ate pizza.
b. While he, danced the Ninja Turtle, atepizza.
c. While he, danced the Ninja Turtle, atepizza.

(Crain and Thornton 1998:25)

This means that in spițe of the fact that the pronoun precedes the noun, they can 
be co-indexed. Linear order is inelevant. Deeper principles should be looked for. (12c) is 
impossible because the pronoun c-commands the co-indexed nominal:

(14) CP

Children have 
knowledge of 
binding 
principles at 
an early stage; 
in particular, 
they know 
that a pronoun 
cannot be 
co-indexed 
with a noun 
which it 
c-commands.

while the Ninja Turtle ate pizza

In (14) the pronoun he c-commands the nominal the Ninja Turtle because IP, the 
constituent immediately dominating he, also dominates the Ninja Turtle.

If children relied (only) on general learning mechanisms (such as analogy, over- 
generalisation and the like), we would expect them to find both (12a) and (13a) 
ambiguous, i.e. to believe that (12c) is a possible interpretation of (12a).

Crain and McKee (1985) used the Truth-Value Judgement Task3 to test 62 
children (mean age 4; 2) for knowledge of the restriction which applies in (12) but not in

21
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Children 
seem to be 
sensilive to 
the semantic 
and morpho- 
phonemic 
constraints 
which apply 
in the case of 
the double 
object 
construction 
verbs.

(13) . It was found that children rejected interpretations of the type in (12c) (i.e. co- 
reference between the pronoun and the NP) 84% of the time but they were willing to 
assign the interpretation in (13c) to (13a) (i.e. the pronoun and the NP can refer to the 
same "individual" when the pronoun does not c-command the NP).

2.2 .5 Baker's Paradox4

4 Baker was the first one to discuss the phenomenon in detail in an influential paper in 1979; hence the 
labei of "Baker's Paradox".

5 CHILDES = The Child Language Data Exchange System, a database of transcripts, programs for 
computer analysis o f transcripts, methods for linguistic coding, and systems for linking transcripts to 
digitised audio and video.

One often-invoked argument against analogy or generalisation comes from the 
Dative Altemation/ Construction in English. Verbs like give, teii, send can enter either the 
structure in (15a) /(16a)/ (17a) or in (15b)/( 16b)/( 17b) in the pairs of sentences below:

(15) a. John gave a book to Mary.
b. John gave Mary a book.

(16) a. John told a story to Mary.
b. John told Mary a story.

(17) a. John seni a letter to Mary.
b. John sent Mary a letter.

SuppQse now that a child receives an input which contains sentence pairs of the 
type in (15)-(17) above. The generalisation which follows is that any verb with an 
argument structure o f the type: N P1-N P2 to NP3 (as in the a examples) can also have 
the argument structure N P1-N P3 NP2 (as in the b examples). However, there are verbs 
like donate, whisper or report which, though allowing the former structure, are 
incompatible with the latter:

(18) a. John donated a book to the library.
b. *John donated the library a book.

(19) a. John reported the incident to Mary.
b. *John reported Mary the incident.

If language acquisition reduced to general leaming mechanisms, we would expect 
children to believe that (18b) and (19b) are possible, generalising the Dative altemation 
property to these verbs as well. How do children avoid structures like the one in (18b) and 
in (19b) with verbs such as donate, for example? The question is more intriguing than it 
might seem at first sight. The analysis of corpora of child English (CHILDES5, 
MacWhinney and Snow 1985, 1990) reveals that children learn the double object dative 
several months before they leam the to-construction, i.e. during these months, the child can 
only use the double object construction which is not possible with the verbs mentioned 
above (Snyder and Stromswold 1997). However, no mistakes of the type illustrated in 18b 
or 19b have been found.

One should note, though, that țhe argument is rather weak. The authors of the study 
do not mention if in the corpora they have analysed the children did use (in any structure) 
any of the verbs which are incompatible with double object constructions.

One of the "influential” Solutions to the so-called Baker’s paradox is the one put 
forward by Pinker (1989) and by Grimshaw (1989): there are semantic and 
morphophonemic constraints which apply in the case of the verbs compatible with the 
double object construction and children seem to be sensitive to these constraints. But if 
the constraints are semantic, they seem to be primarily linked to lexical leaming and 
hence they may be arrived at via mechanisms which are not necessarily language
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specific. Moreover, the verbs which cannot undergo Dative Shift are verbs which are 
acquired rather late. Baker's Paradox does not seem to be a very strong argument against 
a learning-theoretic account of language acquisition.

Pinker (1989) examines olher English constructions which create a similar 
learning problem and which fall, according to him, under the same paradox. For 
example, he notices that (20a) below has a passive counterpart, whereas (21a) does not, 
in spițe of the similarity of structure evinced by the a sentences:

(20) a. John touched Fred.
b. Fred was touched by John.

(21) a. John resembled Fred.
b. *Fred was resembled by John. (Pinker 1989:8)

These examples, as well as the so-called "causative altemation" (illustr 
below) and the "locative altemation" (illustrated in 24-25) point to the fact 
cannot always explain linguistic facts.

(22) a. The ball rolled.
b. John rolled the ball.

(23) a. The baby cried.
b. *John cried the baby. (Pinker 1989:8)

(24) a. Irv loaded eggs into the basket.
b. Irv loaded the basket with eggs.

(25) a. Irvpoured water into the glass.
b. *Irvpoured the glass with water. (Pinker 1989:8)

In light of the arguments above we can conclude that the linguistic input is not 
informative enough with respect to some constraints which encode language knowledge, it 
is not always transparent with respect to certain rules. It does not provide information that 
some sentences are ungrammatical or that some interpretations are disallowed. Or, in 
Hornstein and Lightfoot's (1981:10) terms:

Children are not systematically informed that some hypothetical 
sentences are in fa c t ungrammatical, that a given sentence is ambiguous, or that 
certain sets o f  sentences are paraphrases o f  each other, and many legitimate and 
acceptable sentence-types may never occur in a child’s linguistic experience.

However, children come to know facts about language for which there is no clear 
evidence or no evidence at all in the input.

The second conclusion we can reach is that the strategy/ies children use when 
acquiring language on the basis of this deficient input cannot rely (solely) on learning 
mechanisms which they use in other domains of cognition. A different explanation should be 
looked for.

ited in 22-24 
that analogy

Children 
cannot rely 
on general 
learning 
mechanisms 
alone in the 
process of 
language 
acquisition.

2.3 The Innateness Hypothesis

A different explanation arose in the 1950s, in the context of what has been called "the 
cognitive revolution", when scientists tumed their attention to the inner mechanisms which 
enter into thought and action. The view of language as an independent, unique cognitive 
system, which involves innate, faculty-specific mechanisms, replaces the view that language 
is response and stimulus. The idea that there is a mental basis of language is put forward. On 
such a view, language cannot be accounted for (only) by social or pragmatically based 
approaches. Within such a general approach, Plato's problem can be solved in a different way, 
which can explain that, in spițe of the deficiency of the PLD to which children are exposed,

The cognitive 
revolution of 
the 1950s put 
forth the idea 
that there is a 
mental basis 
for language.
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they are able, in the end, to deal with an infinite r®ge of language structures. If the linguistic 
input cannot be fully responsible for the acquisition of this skill, it means that children 
somehow "know”, independently of experience, the principles which govem the linguistic 
constructs, that they have some innate "knowledge" of the constraints (of form and meaning) 
which are at work. The input which they receive is filtered by a special device, by a special 
faculty, specific to humans and which can explain the paradox of acquisition:

INPUT ---- ► DEVICE ---- ► OUTPUT

Language is an 
independent, 
unique.
species- 
specific 
cognitive 
syslem, which 
involves. ' 
specific 
mechanisms.

The output grammar is the result of the interplay between the PLD and this 
filtering device called "the language acquisition device" (LAD). Or, in Chomsky’s (1997) 
(emis, ‘each language is the result of the interplay of two factors: the inițial state and the 
course of experience’. We do not have any direct evidence of what exactly is inside this 
LAD. But we have direct access to the PLD and to the output grammar. Their study can 
obviously teii us a lot about the mechanisms which are part of the LAD and which allow 
language acquisition to take place. And, if children have some a priori knowledge of 
constraints, independent of the input which they receive, it might be the case that some 
aspects of our knowledge are innate, that they are part of our biological endowment. The 
child approaches the task of acquisition with a system of assumptions about the structure of 
language. The process of acquisition reflects a cognitive capacity which is biologically 
determined6. The crucial part of this species-specific property is defined by Chomsky 
(1980:33-34) as:

6 For arguments against the domain-specificity of language acquisition, see, for example, Bates & 
MacWhinney (1987) or MacWhinney and Bates (1989) according to whom: The universal properties o f 
grammar are only indirectly innate, being based on interactions among innate categories and processes that 
are not specific to language. In other words, we believe in the innateness o f  language, but we are skeptical 
about the degree o f  domain-specificity that is required to accountfor the structure and acquisition o f  natural 
language [...] We suggest that more generalprinciples o f  pattern detection and distributional learning are 
sufficientfor the task (MacWhinney and Bates 1989:10, 26).

7 As Pinker (1994) acknowledges, the conception of language as a kind of instinct goes back to 
Darwin who, as early as 1871, in "The Descent of Man" advanced the idea that Language is like an art, like 
brewing or baking...Jt certainly is not a true instinct, fo r every language has to be learned. It differs, however, 
widely from all ordinary arts, fo r man has an instinctive tendency to speak, as we see in the babble o f  our 
children; while no child has an instinctive tendency to brew, bake or write [...], [it is] an instinctive tendency to 
acquire an ari.

The process 
of language 
acquisition 
reflecls a 
cognitive 
capacity 
which is 
biologically 
determined; 
some aspects 
of language 
knowledge 
are innate.

Were it not fo r  this highly specific innate endowment, each individual 
would grow into some kind o f  amoebic creature, merely reflecting externai 
contingencies, one individual quite unlike another, each utterly impoverished 
and lacking the intricate special structures that make possible a human existence 
and that differentiate one species from  another.

Within a cognitive approach, language has been defined as a psychological faculty, a 
mental organ, a computațional module, an instinct. Pinker (1994), who prefers the term 
instinct, argues that language is part of our biological birthright, ‘an evolutionary adaptation, 
like the eye, its major parts designed to carry out important functions’, a specialised skill 
‘which develops in the child spontaneously, without conscious effort or formal instruction, is 
deployed without awareness of its underlying logic, is qualitatively the same for every 
individual, and is distinct from more general abilities to process information or behave 
intelligently’7.

That children are biologically preset to acquire language is supported by studies 
which show that infants can make a distinction between linguistically-relevant and non- 
linguistic signs (Mehler & Bertoncini 1983), they are able to distinguish their mother 
tongue from other languages ( Mehler et al. 1986), are sensitive to word-boundaries well 
before they can actually speak (Gleitman et al. 1988), as well as to linguistic stress, vowel
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duration, rising and falling intonation. As will be shown in the following chapters, the idea 
that there is a biological programme for language acquisition is also supported by facts 
about language development: there is an orderly progression of stages, i.e. children acquire 
structures in a distinct sequence, there is a criticai age beyond which our ability to acquire 
language is significantly impaired or, at least, significantly reduced, it has also been 
assumed that parameters are subject to maturation. AII these facts make language 
development analogous to other biologically triggered phenomena.

However, one should also be aware that the language faculty is based on 
properties which are unusual among biological systems, among which the property of 
discrete infinity. We can construct an infinity o f expressions which reflect our thoughts, 
feelings, etc. from a finite number of sounds; and we somehow "know" that linguistic 
units are discrete units, that there are three or four word sentences but not three-and-a- 
half word sentences (Chomsky 1997).

Tt should be clearly stated at this point that arguing in favour of the view that 
language is part o f our biological endowment does not mean denying the role of the 
environment nor does it mean that language development is completely independent of 
cognition in a general sense. The child does extract Information from the input and reacts 
to it in accordance with the constraints provided by the LAD. The child does extract 
information from the input and reacts to it in accordance with some innate constraints. In 
this sense, the input is important and there is "learning". However, language 
development facts suggest that there is more to language acquisition than input and 
"learning".

2.4 The Role o f the Linguistic Input

2.4.1 The questions

Knowledge of 
language 
develops in the 
child without 
conscious 
effbrt or 
formal instruc- 
tion, it is the 
same for every 
individual and 
it is distinct 
from more 
general 
cognitive 
abilities.

The language 
faculty is 
analogous to 
other 
biological 
systems; but 
it also has 
properties 
which are 
unusual 
among 
biological 
systems.

So far it has been pointed out that language would be extremely difficult if not 
impossible to acquire if  the child were not innately equipped with knowledge of 
constraints which is part o f the LAD, the device that filters a deficient input which does 
not provide any clue that some sentences are illicit or that some particular interpretations 
are disallowed, i.e. an input which provides no negative evidence. Such a view raises, 
however, two questions:

(i) is there indeed no negative evidence, of any type, in the input?
(ii) if language acquisition is defined as a process which relies on some inner 

mechanisms which exist in the LAD, which is the role o f the input, deficient 
as it might be? .

Let us tackle the two questions one by one.

2.4.2 On negative evidence

More often than not, when linguists refer to "negative evidence" they mean that the 
input which the child receives does not contain any explicit or direct information with respect 
to ungrammatical forms or illicit interpretations (i.e. the child only receives positive evidence 
that a particular structure does exist in the language, with one particular interpretation).

A second argument often invoked in favour of the "no negative evidence" 
hypothesis comes from the area of corrective feedback; parents only rarely provide 
corrective feedback with respect to ungrammatical forms. Brown and Hanlon (1970), 
among many others, point out that parents respond to the truth value of their children's 
sentences but do not correct ungrammatical forms. They examined adults’ responses to the

The input 
which the 
child receives 
does not 
contain any 
explicit or 
direct infor
mation with 
respect to 
ungrammatical 
forms or 
illicit inter
pretations.
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Corrective 
leedback, 
when present, 
does noi seem 
lo be very 
helpful for the 
process of 
acquisilion.

utterances of three English-speaking children. The three corpora provide evidence that 
parents do not react to their children’s ill-formed utterances. They are more likely to 
express disapproval when the sentence is not ‘true’ and to occasionally correct 
phonological errors.

Morgan and Travis (1989) also argue that corrective responses do not occur with 
sufficient frequency or regularity in the input to be considered essential for learning. Very 
often, correction may not help at all. The literature provides some anecdotal examples of 
how oblivious to correction children can be:

(26) Child: Want other one spoon, daddy.
Father: You mean, you want the other spoon.
Child: Yes, I  want other one spoon, please Daddy.
Father: Can you say "the other spoon"?
Child: other...one... spoon.
Father: Say "other".
Child: Other.
Father: "Spoon".
Child: Spoon.
Father: "Other spoon".
Child: other...spoon. Now give me other one spoon. (Braine 1971:161)

(27) Child: Nobody don't like me.
Mother: No, say "nobody likes me".
Child: Nobody don't like me.

(eight repetitions of this dialogue)

Mother: No, now listen carefully; say "nobody likes me".
Child: Oh! Nobody don't likes me.

(McNeill 1966, reported in Jackendoff 1994:22)

Corrective responses do not seem to prevent the child from persisting in making 
mistakes.8

Saxton (1997), on the other hand, provides evidence that the child's immediate 
responses to negative input are often consistent with its corrective function:

(28) Child: It's even gooder than anything. (repeated 4 times) 
Adult: Yes, it's better.
Child: Better, yeah.

(29) Child: That policeman fa lled  all the way down to the tiger.
Adult: He fe ll  down.
Child: Yes, he did. He fe ll down 'caus he likes that tiger.

(Saxton 1997:146)

He reaches the conclusion that ‘naturalistic data reveal that children sometimes 
shift from erroneous to correct versions of particular structures following the intervention 
of negative evidence’ (p.147) and he puts forward a "Contrast Theory of Negative Input" 
according to which negative evidence is more effective than positive input.

" For a different point of view, see Hirsch-Pasek et al. (1984) or O'Grady (1997). The latter shows that 
a closer look at the data presented by the above authors actually reveal that ‘parents are in fact responding 
inconsistently to well-formedness - sometimes repeating a grammatical sentence and ignoring an ungrammatical 
sentence, and vice versa.’(p. 257)
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A few remarks are in order here. What Saxton actually means by "negative 
evidence", or "negative input" is ‘any kind of adult response, contingent on child 
grammatical errors, wbich embodies Information conducive to the realignment of an 
overgeneralised grammar’, i.e. closer to what has been called "implicit negative 
evidence" than to "negative feedback" or "correction". He explicitly says that negative 
input may or may not contribuie to the process of acquisition. Importantly, providing 
evidence that children respond positively to "negative evidence" does not 
automatically provide evidence that the effects of correction are long-term ones.

While it is (rue that the input only rarely provides direct negative evidence and 
that, even when it does, the effects of correction are far from relevant for the process of 
acquisition, one cannot deny that it provides what has been called in the literature 
"indirect negative evidence", defined as follows:

A not unreasonable acquisition system can be devised with the 
operative principie that i f  certain structures or rules fail to be exemplified in 
relalively simple expressions, where they would be expected to be found, then 
a (possibly marked) option is selected excluding them in the grammar, so that 
a kind o f "negative evidence" can be available even without corrections, 
adverse reactions, etc. (Chomsky 1981)

One example of the child's resorting to this type of evidence is associated with the 
acquisition of the nuli subject parameter which distinguishes between languages like 
Italian, Romanian, Spanish or Chinese (which allow sentences with nuli subjects) and 
languages like English, German or French where the subject must always be overtly 
expressed. Let us assume that the target language is English, which has the negative value 
for this parameter. It seems that the child mistakenly hypothesises, during early stages, that 
the value for this parameter is positive in English and will come up with sentences like the 
one in (30), which do not exist in adult grammar:

Correction is 
not essential 
for the 
process of 
acquisition.

(30) Eat apples.

In this case the hypothesised target language contains structures which do not 
exist in the adult language. But the child will not hear such structures in the input, which 
will provide indirect evidence that such a structure does not exist in English. On the basis 
of this indirect evidence, the child will correctly (re)set the parameter and drop nuli 
subject sentences out of his/her grammar.

One more distinction which one should take into account when discussing 
conection is the one between correction which is/is not essential for the acquisition of 
language and correction which is/is not helpful. The study of Morgan and Travis (1989), 
where the relation between corrective feedback (to inflectional overgeneralizations, such as 
’teached' instead of 'taught', or 'mans' instead of ’men', etc. and to wA-question auxiliary- 
verb omission errors) and "corrected" output in the sets of transcripts from Adam/Eve and 
Sarah (the Brown 1973 corpus, CHILDES) is examined, argues that parental responses do 
not occur with sufficient frequency, are not distinctive enough to be reasonably 
recognisable and they do not continue to occur as long as the mistakes persist. At the same 
time, one cannot deny that certain types of feedback may help the learner and may account 
(to a certain extent) for the different speed with which individuals acquire particular 
structures or lexical items. What empirical data show is that, while negative correction does 
exist in the linguistic input to which a child is exposed, its presence/absence is not essential 
for the process of language acquisition. When present, it might facilitate the learning 
process, but its absence will not lead to lack of acquisition or to an ever-ungrammatical 
output. Children who do not receive parental conection will fare through the course of 
language acquisition just as those who receive negative feedback.

So far it has been shown that the PLD only rarely contain explicit negative 
evidence. It also seems that even negative feedback is not frequent or distinctive enough to

Parental 
correction is 
neither 
frequent nor 
distinctive 
enough.
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The linguistic 
input is 
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deny ils role ■ 
in the process 
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guarantee acquisition. This raises the obvious question: what is the role of the input? What 
has been said so far may lead to the conclusion that the PLD as such are not relevant in any 
way in the process of language acquisition. But the question itself is misleading. It is one 
thing to say that the input docs not provide all the necessary information one needs in order 
to acquire language and that, by all means, the child must have some a priori "knowledge” 
which should help the child at least to parse the input. The child should be somehow 
‘prepared’ to detect certain properties of the strings of sounds:

Preparedness to detect certain aspects o f  the signal might therefore 
amount to an internai specification o f  input to lea rn in g f.J  input is not solely 
externai to the learner ( ‘out there’ in the objectively describable world) but 
rather part o f  a complex specification o f  the internai representation capacities 
and possible mental States o f  a learner (Carroll 1999:39).

But it is quite another thing to say that the input is irrelevant in the child's linguistic 
development. Because one simply cannot deny the role of the input, be it for the mere 
reason that a child who is exposed to English will speak English, a child who grows up in a 
bilingual environment will end up speaking both languages which are present in the PLD to 
which he/she is exposed. Acquisition of lexical items is extremely sensitive to input. Some 
restrictions on lexical altemations may be established on the basis o f exposure to the PLD. 
It has also been shown that a certain type of input may speed the acquisition of particular 
aspects of the lexicon or of grammar (Snow and Ferguson 1977).

2.4.3 Motherese

The idea that input is important in language acquisition has been associated with 
the concept of motherese. Gleitman, Newport, and Gleitman (1984) discuss the view that 
‘the special properties of caregiver speech are required for language acquisition to occur’ 
(p.45). This claim is rooted in the belief that mothers' speech (hence the name of 
'motherese') or caretakers’ speech to children evinces properties which set it apart from the 
speech to adults or to older children and which facilitate the process of acquisition.9 Some 
of these properties are given in Table 1, taken from O'Grady (1997:250):

9 It has also been noticed that infants seem to prefer motherese to ordinary speech (probably because 
of the prosodic properties of the former).

Table 1
Main Properties of Motherese

________________________________________ Paralinguistic________________________________________
Slower speech with longer pauses between utterances and after content words
Higher overall pitch; greater pitch range
Exaggerated intonation and stress
More varied loudness pattern
Fewer disfluences (1 disfluency per 1000 words vs. 4.5 per 1000 for adult-to-adult speech) 

________ Fewer words per minute________________________________________________________________ 
___________________________________________ Lexical___________________________________________

More restricted vocabulary
Three times as much paraphrasing

________ More reference to the here and now______________________________________________________ 
______ :___________________________________ Semantic__________________________________________

More limited range of semantic functions
________ More contextual support________________________________________________________________ 
__________________________________________ Syntactic__________________________________________

Fewer broken or run-on sentences
Shorter, less complex utterances (approx. 50% are single words or short declaratives)
More well-formed and intelligible sentences
Fewer complex utterances
More imperatives and questions (approx. 60% of total)
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Conversațional
Fewcr utterances per conversation
More repetitions (approx. 16% of utterances repeated within 3 turns)

The existence of'motherese', also called baby talk, caretaker speech or parental 
speech, described as ‘well formed and finely tuned to the child's psycholinguistic 
capacity’ (Snow and Ferguson 1977), has been widely taken as an argument against the 
nativist position; on such a view, children can acquire syntax so fast because of the 
fcatures of their elders’ speech, and the role of innate language-learning devices should 
not be emphasised. But it is obvious that the presence of short, clear, high-pitched forms 
in the input cannot solve the problems raised by the deficiency of the PLD. Nothing in 
motherese is more informative with respect to which sentence is ungrammatical or which 
meaning is disallowed. There are often mismatches between early child language and 
their elders’ speech. For example, the latter very often contains more questions and 
imperatives, while declaratives are used more rarely than in ordinary speech (see Table 
1). One would then expect children to use many questions and directives in early speech, 
which they do not. It seems that there is no correlation in this respect between the 
existence of motherese and the acquisition process. Studies of patterns of developmental 
change in children’s use of verbs have also pointed out that these patterns could not be 
detected in the input provided by the parents.

Moreover, it has been shown that motherese is associated with certain social 
classes whereas it might be totally absent with others (Pinker 1994a). It may also differ 
from one ethnic group to another. For example-, it has been observed that Japanese mothers 
and fathers do not change their intonation when they address their little children (de 
Boysson-Bardies 1999). Since children from all classes and of all nationalities are able to 
acquire language, regardless of whether they have been exposed to motherese the only 
conclusion that seems common-sensical is that the use of this special type of linguistic 
input is not criticai to the acquisition process.

On the other hand, one cannot deny that the input is helpful, that it may facilitate 
the process of language acquisition. For example, there is evidence that the frequent use 
of YES/NO questions in motherese leads to the early acquisition of auxiliaries (Newport, 
Gleitman and Gleitman 1977). Also, some properties of the linguistic input clearly 
facilitate the process of segmentation of the linguistic stream at early stages of 
development. Shady and Gerken (1995) argue that 2 year olds are sensitive to pitch 
changes and use prosodic cues to locate linguistic boundaries and to assign linguistic 
structure. Their conclusion is that ‘both language-internal and caregiver cues appear to 
be helpful in early sentence comprehension1 (p. 101), and that the existence of one type 
of cue does not decrease the role of the other.

Motherese has 
been analysed 
as finely tuned 
to the child’s 
psycholinguis
tic capacity.

Motherese 
may be 
helpful, but it 
is not crucial 
for the 
process of 
language 
acquisition.

Input can also provide a "friendly" environment which facilitates communica- 
tion. But, in spițe of its obvious role of facilitator, motherese is not essential for the 
child's linguistic development. As Newport, Gleitman and Gleitman (1977) put it: ‘the 
finding that Motherese exists cannot by itself show that it influences language growth, or 
even that this special style is necessary to acquisition -  despite frequent interpretations to 
this effect that have appeared in the literature. After all, Motherese is as likely an effect on 
the mother by the child as an effect on the child by the mother’ (p. 112).

One could even question the fact that such a simplified input is really finely 
tuned to the child's psychological capacity. Even if we assume that parents present the 
child with finely tuned utterances, they also present them with other utterances, less 
finely tuned and thus beyond the child's level of comprehension (Pine 1994)i As Wexler 
and Culicover (1980) point out, there is no justification for the claim that a simplified 
input enhances or speeds language learning. If less is provided by input, more formal

Each language 
is the result of 
the interplay 
between 
innate know- 
ledge and 
environment.
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constraints will be needed. ‘Limiting input will make a stronger nativist case, rather than 
a weak one’ (Wexler and Culicover 1980:68).

Studies in second language acquisition may shed new light on the properties of 
the PLD. Krashen (1985) regards the notion of "comprehensible input" as crucial in 
second language learning. Though he does not define "comprehensible input" very 
clearly (it is assumed it is input that is understood by the hearer), it seems somehow 
clearer what it means in second language learning of lexical items. It is, however, more 
difficult to see what it means in the case of the learning of funcțional categories. O'Grady 
(1997) suggests that we could extend the notion to first language acquisition. In this case, 
comprehensible input would be an input which expresses ‘identifiable meaning, 
independently determined’, which can be inferred by reference to an understanding of 
the context in which they are uttered or by resorting to lexical meanings already known. 
Parents could thus provide support that guides the child in solving a certain task and also 
in helping him/her to learn how to deal with similar tasks in the future. This is indeed 
obvious in the learning of word meaning, where parents can provide a finely tuned input 
and they can help their child to succeed in vocabulary learning. The kind of linguistic 
input the elders provide may be more important in the acquisition of vocabulary than in 
the acquisition of grammar.

So far, we have seen that the input does play a part in the linguistic growth of a child. 
We have also seen that language acquisition would not be possible if the child were not equipped 
with ’knowledge' of constraints. Does it mean that one of the most important questions to be 
asked is: ‘Which is the important one: environment or innate knowledge?’. Pinker (1994b) 
points out that trying to establish whether behaviour is caused either by environment or heredity 
is ‘just incoherent’ (p. 407). He proposes the following model, which can account for the part 
both input/ environment and heredity/ innateness can play in the process of language acquisition:

environment

skills, knowledge, 
values

It is the Language Acquisition Device, a component o f the mind/brain, 
genetically determined, which, through interaction with the environment, turns our 
language faculty into an articulated system, into behaviour.

3. Acquisition and general cognitive development

3.1 Preliminary remarks

In this subsection the question o f whether language acquisition is a process 
associated with a cognitive system derived from general human intelligence or whether it 
is specific to a genetically determined autonomous system, independent of general 
human intelligence will be addressed. The question is far from trivial and the answer to it 
should be taken with a grain of salt and with a lot o f caution. A proper answer is still a
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prospect for further inquiry. However, we have reasons to believe that language is 
something we are endowed with (cases of severe language impairment are obviously 
excluded): we all end up speaking at least one language. We have also seen that general 
mechanisms of learning, such as analogy, cannot account for the process of language 
acquisition, and that, assuming that the input is not helpful enough, the child has some a 
priori "knowledge" of language constraints. That language faculty is a true species 
property, which marks the distinction between man and animal, is an idea which cannot 
be denied. The fact that the attempts to teach language to other primates failed points out 
once again that the human brain seems to be suited for the acquisition of language in a 
way in which no other species is. Such facts could also lead to the idea that language is 
an index of human intelligence and hence a cognitive system derived from more general 
human intelligence. However, there is evidence (from neurology, neurobiology, and 
linguistics) that language or some part o f language is independent of general cognitive 
abilities. Adopting the view that language is a separate "organ", an "autonomous" system 
does not imply that it does not interact with general cognitive principles.

Let us then address two questions which have a direct bearing on a possible 
answer to the general question we have set to answer:

(i) is language acquisition dependent on cognitive development ?
(ii) how autonomous is the language faculty?

Language 
acquisition is 
(largely) 
independent 
of other 
cognitive 
abilities.

3.2. Language acquisition and general intelligence

3.2.1 Low IQ and normal mastery of language

Evidence for the dissociation o f language from other cognitive abilities comes, 
on the one hand, from studies of individuals who are intellectually handicapped but still 
show normal mastery o f language and, on the other hand, from studies o f individuals 
whose cognitive abilities are normal but whose speech is impaired.

3.2.1.1 Laura

Yamada (1990) reports of a retarded young woman, named Laura, who cannot 
count, do easy sums, teii the time, give her age or tie her shoes. Her auditory memory 
spân is limited to three units, she does not know her name or the name of the country in 
which she lives. Her IQ is in the low 40s, but she can detect and correct grammar 
mistakes. She can use complex sentences (relative clauses, infinitival complements, 
headless relatives, complements containing participial forms) with multiple embeddings, 
she uses tense and agreement markers correctly, has good knowledge o f (both full and 
agentless) passive constructions, o f temporal adverbials, modifiers and adjectives and 
she can use elliptical utterances. But there is a discrepancy between her production and 
her comprehension. Though she produces a wide range o f constructions in spontaneous 
speech, she fails to respond correctly to the same structures on comprehension tests. In 
conversation, her answers can be factually incorrect. Her vocabulary, measured on the 
Peabody Vocabulary Test, is that o f a 3; 11 year old. Also, she cannot understand 
counterfactual questions or hypothetical conditions. Her ability to convey a clear 
message in conversation is diminished and she fails to use forms in a pragmatically 
appropriate manner.

Laura’s case is interesting not only because it supports the view that language is a 
specialised human ability driven by principles which cannot be found in other cognitive 
domains. It also shows that various aspects of language (syntax and morphology, on the one 
hand, and semantics and pragmatics on the other hand) are separable and that they may reiate
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Various case 
studies provide 
evidence that 
language 
acquisition 
does not rely 
(only) on 
general 
cognitive 
abilities.

in different ways to non-linguistic abilities. For example, many of Laura’s semantic 
difficulties/errors reflect her conceptual deficiencies (with number and time, for example). 
Her case also shows that acquisition of syntax and acquisition of lexical semantics may be 
distinct processes and that mastery of one domain does not result in mastery of the other.

The comparison between her syntactic knowledge and her vocabulary knowledge 
suggests that syntax does not depend upon semantics and that acquisition o f the former is not 
related to the acquisition of the latter. Yamada (1990:119) States the relevance of this case 
study as follows: ‘Laura’s case is an important addition to the small list of studies that give 
evidence for the dissociation of language from other cognitive abilities. Her performance 
provides crucial empirical support for a model of language that acknowledges the 
multidimensional aspects of language. Aspects of language are tied to non-linguistic systems 
by tethers of different lengths, and some are perhaps untethered, enjoying an independent 
status. The data presented here strongly indicate that any viable account of language 
acquisition must incorporate the notion that language is at least in part govemed by principles 
that are unique to it’.

3.2.1.2 Christopher

Smith and Tsimpli (1995) present an equally interesting case, that o f Christopher. 
At the age of 34 he cannot look after himself (he cannot tie his shoes, cannot button his 
shirt, cut his fingernails or use a vacuum cleaner) but he is a polyglot. His knowledge of 
English, his first language, is essentially normal and he also knows some 15 foreign 
languages (ranging from Danish, Dutch or German to Turkish and Welsh). His ability to 
learn a new language seems excepțional, in spițe of his intellectual deficit.

Christopher's case is very interesting because a close examination of his knowledge 
of language points, just like in the case of Laura, to its lack of "uniformity". On the one hand, 
the study of his "second" languages reveals that he has an excepțional talent for the acquisition 
of lexical items and of morphology, whereas his ability to leam some syntactic structures is 
somehow reduced. On the other hand, one can notice that his conversation is laconic and 
repetitive, that he cannot deal with disambiguation, metaphors, jokes or metalinguistic 
negation, i.e. he cannot deal with those phenomena which require an interpretive use of 
language and which most probably involve the interaction of his (modular) linguistic faculty 
with central system operations. While his case clearly provides evidence for the domain- 
specificity of language, it also raises the question whether language may be only partially 
autonomous. It may be the case that we have reasons to believe that the language faculty 
involves a module (in the Fodorian sense, see 3.3.) but that, at the same time, there are also 
facts which point out that language may also involve aspects of the central system. Or, in 
Smith and Tsimpli's (1995) terms: ‘the bald alternative of'modular/non-modular' is simplistic, 
indeed false’ (p. 15).

3.2.1.3 Williams Syndrome

Further evidence for a difference between the ability to acquire language and 
general cognitive development comes from studies o f individuals with Turner's 
Syndrome and Williams Syndrome. They show a certain form of mental retardation 
but their language skills are relatively good and their language development is normal 
for their age.

Williams Syndrome (a neuro-developmental disorder) individuals have an IQ 
of approximately 50, they cannot tie their shoes, they have difficulties finding their 
way or telling right from left, they can only acquire rudimentary skills in arithmetic, 
reading or writing, and their drawing skills are often impaired, but they are very good
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conversationalists. They are more fluent than normal children of the same age and have a 
propensity towards low-frequency words and phrases. For example, Bellugi et al. (1993) 
mention the appropriate use of words such as surrender, non-toxic, brochure, husk, 
hoisting, cornea, abrasive, tranquil, syringe. The words are not used echoic, the children 
can deflne them spontaneously. For example, when asked what commentale means, one 
Williams Syndrome child replies: T wouldn’t want to wrestle. I would like to 
commentate it. It means that... like all the sportscasters do... they teii who’s doing what.’ 
(Bellugi et al. 1993:182). They can understand complex sentences, they can use and 
understand full passives, conditionals, relative clauses and sentences with multiple 
embeddings. There is no doubt that their linguistic knowledge outstrips their cognitive 
abilities in other areas, proving that language and cognitive functions can be dissociated. 
Interestingly, recent studies show that English speaking Willliams Syndrome children 
have difficulties with irregular inflection. This dissociation between different areas 
of linguistic knowledge (in particular of morphological and syntactic knowledge) 
supports the distinction between a computațional system and an associative memory 
system for language10.

10 See the chapter dealing with Morphological Development.
11 Other clinical names used to describe the same phenomenon are developmental .dysphasia or 

developmental aphasia. One shouid also point out that the term has been extended to language impaired 
individuals outside the family that Gopnik has been studying and that the term of SLI does not describe a 
perfectly uniform impairment.

12 See Rice & Wexler (1997) where SLI is reduced to lack of tense specification.

3.2.2 Normal cognitive abilities and speech impairment

The literature also offers examples of individuals whose cognitive abilities are 
normal but who suffer from SLI" (Specific Language Impairment). They show age- 
appropriate scores on non-verbal tests of intelligence (performance IQ of 85 or higher), are 
not neurologically impaired, have no hearing- problems, but show a severe deficit in 
language ability. Very often, the impairment was detected within families (Gopnik 1990, 
Tallal, Ross, & Curtiss 1989, Tomblin 1989), which points to the possibility that it might 
have a genetic basis. The linguist Myrna Gopnik and her associates studied a family of 30 
members (oyer three generations) of whom 16 have been diagnosed as specifically 
language impaired.

The accepted profile of linguistic behaviour associated with this disorder is 
rather wide: the degree of impairment may differ from one individual to another. But one 
can notice that in spițe of the fact that the degree of impairment varies from one 
individual to another, all specifically-impaired individuals seem to show a somewhat 
uniform pattem of impairment: they begin to speak later than normal children (the 
average age for their first words is approximately 23 months, Leonard 1998:43) and they 
stop to correct themselves more often than normal children do; more often than not, 
when they try to correct themselves, the result is a less grammatical utterance. They have 
problems with morphophonemic rules (Clahsen 1989, 1991, Gopnik 1990) which means 
that their grammatical profile differs according to the language being learned. For 
example, SLI children whose target language is English show a deficit in the use of both 
freestanding morphology and in the use of inflections. Past tense morphemes seem to be 
absent in their speech12- (31), they have difficulty in using the -s for the 3rd person 
singular (32), their use of pronouns is incorrect (33), they have difficulty in using the 
plural morpheme -s  (34) and grammatical aspect is not always used correctly (35):

(31) a. Last time we arrive.
b. Last time I bring one box o f doughnuts. (Gopnik 1990: 154)

(32) a. The ambulance arrive.
b. One machine clean all the two arena. (Gopnik 1990: 154)
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(33) a. Red Riding Hood arrive at HIS Grandma's house. Now THEY 
say: "Oh, what big eyes you got".
b. Jimmy starting eat his breakfast. HE don't like it. Now THEY 
drop the bowl on the floor. (Gopnik 1990: 149)

(34) a. three Christmas tree
b. a cups
c. You make onepoints. (Gopnik 1990: 147-148)

(35) AU the girls sing and they are dancing. (Gopnik 1990: 154)

The SL1 children acquiring Italian, a language with rich inflectional morphology, 
have a deficit only in the area of free-standing morphemes (Leonard, Bartolini, Caselli, 
McGregor, and Sabbadini 1992, Leonard 1994, 1995) such as free-standing articles.

There is, however, controversy in the literaturo whether SLI represents a mere 
delay in acquisition or a deficit which persists through life in spițe of the intensive 
language therapy which the children undergo. Gopnik (1990) and van der Lely (1997) 
describe SLI as being a syntactic deficit, which persists through life. Rice and Wexler 
(1997) analyse it as a result b f syntactic delay. According to their studies, SLI 
individuals can catch up; they only acquire language at a slower pace than normal 
children do. The idea that the impairment does not persist through life is also advanced 
by those who describe SLI as a processing delay (Leonard 1998). SLI children are 
assumed to have reduced processing speed, which leads to difficulty with unstressed 
final sounds.

However, there is general agreement that children with SLI show normal functioning 
in the intellectual domain; their language impairment is dissociated from their cognitive 
general abilities, as well as from their social-emotional or auditory behaviour.

It is worth noticing that SLI individuals show a deficit exactly in the area where 
Christopher seems to be strong: morphophonology (and, obviously rules which match 
morphological rules into the syntax) and that their deficit does not affect all parts of their 
language faculty. Their knowledge of thematic relations, for example, is unimpaired (Gopnik 
1990). This fact might represent evidence in favour of the view that thematic relations are 
different from syntactic features (Chomsky 1988, Pinker 1989).

The cases presented above represent evidence in favour o f the view that the 
process of language acquisition does not rely only on general intelligence. Part of our 
ability to acquire language is linked to a specific faculty o f our mind or maybe to specific 
genetic factors (Jackendoff 1994a, Pinker 1994b). As Jackendoff (1994a) argues, ‘the 
issue ought to be how the two factors balance each other’ (p. 112).

The Modularity 
Hypothesis: 
the human 
mind consisls 
ofautonomous, 
domain- 
specific 
components, 
informationally 
encapsulated. 
Language is 
one of these 
modules.

3.3 On modularity

The so-called Modularity Thesis is associated mainly with the name of Jerry 
Fodor and his 1983 book "The Modularity of Mind".13 Cognitive processes are argued to 
fall into two main groups:

13 Actually, the idea goes back in time to Franz Joseph Gali (who lived at the end of the 18‘c- the 
beginning of the 19th c) who was the first one to argue that the brain is the organ of the mind and that it consists 
of distinct anatomica! areas, specified for different functions.

(i) domain specific processes (sight, hearing, touch, taste, smell), also called 
input systems (because their role is to turn representations into more 
accessible information to the central processors) and

(ii) general cognitiveprocesses ( thought, problem-solving, and the like).

The most important difference between the two groups is related to ‘autonomy’. 
According to this hypothesis, the human mind consists o f a general-purpose central
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Processing system (related to memory, reasoning, belief, etc.) and a set of domain- 
specific, pre-specified "modules”14 which function largely independent from one another. 
They represent information-processing units that encapsulate a certain type of knowledge 
and computations on it, i.e. autonomous components that evince distinctive funcțional 
properties. Each modular system is hence domain-specific and informationally 
encapsulated, i.e. the central processing system(s) cannot have access within these 
modules (but its outputs are sent to the central processing system where the human belief 
system is built up) and contains genetically determined information.

14 For a different point of view, according to which the modules are the product of development, 
see Karmiloff-Smith (1992).

15 Egyptian surgeons (1700 BC) had already noted that loss of language was not associated with other 
cognitive functions (Fromkin 1997).

Language is one of these modules, i.e. a genetically determined independent 
system15. Let us see now in what way one can argue that language has the properties 
associated with domain-specific processes. When one hears a sentence (in one’s native 
language), the language module will automatically process it. The sentence acts like a 
linguistic signal, which will trigger its computation like an automatic reflex. The 
language module can thus be defined as an information-processing unit. Fodor further 
argues that the computations performed by sentence recognisers are tuned to a complex 
of stimulus properties, which is specific to sentences. This domain-specificity is closely 
linked to the property of being informationally encapsulated. Linguistic computation 
relies only on what is internai to the language module. Information which does not 
belong to this system is unavailable to the process of input analysis:

[...] I know o f no convincing evidence that syntactic parsing is ever 
gnided by the subjects' appreciation o f semantic context or ‘real world’ 
background. Perhaps this is not surprising; there are, in general, so many 
syntactically different ways o f saying the same thing that even i f  context allowed 
you to estimate the context o f what is about to be said, that information wouldn ’t 
much increaseyour ability topredict its form (p. 78).

Encapsulation implies impenetrability of the input system. Fodor suggests that 
much of what is associated with identification of sentence type, i.e. with linguistic form, 
cannot be related to other cognitive processes. Encyclopaedic knowledge, context, 
wishes, etc. cannot penetrate the linguistic computation of form. However, linguistic 
computation is argued to stop where interpretation, i.e. content, begins to play a part. 
Content can be derived from processes outside the language module. The implication is 
that what we usually associate with semantics is linked to the central processes where 
interpretation occurs.

The rapidity of the operations of such encapsulated modules is accounted for by 
hypothesising the existence of specific neural structures.

Such a view is in line with the innateness hypothesis, which assumes that 
language is a separate organ, but differs from the theory of Piaget, according to which 
language is linked to cognitive development. The ontogeny of language cannot be 
explained by resorting to processes in the central processors.

One important prediction of the Modularity Hypothesis would be that language 
could break down when other cognitive abilities are in place or, the other way round, that 
some cognitive ability may break down leaving the language faculty intact. The case 
studies discussed in 3.2 prove that this prediction is borne out to a certain point. Further 
evidence that Fodor's view might be correct comes from studies of focal injuries to 
different parts of the brain.

Research in the domain of aphasia brought in evidence that lesions which affect 
different parts of the brain trigger different types of speech impairment. In 1861, Paul

Evidence in 
favour of 
Fodor’s 
view comes 
from the 
domain of 
aphasia.
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Broca, a French doctor, showed that a lesion localised on the left hemisphere triggered 
the loss of the ability to speak whereas lesions on the right part did not result in loss of 
speech. The speech of the individuals affected by what is now known as Broca's 
aphasia16 is characterised by loss of grammatical morphemes. Word order is often 
incorrect and the impaired speakers have difficulties finding their words, they speak 
slowly and with effort. Sometimes, even comprehension seems to be impaired.

10 Broca's aphasia is also called expressive aphasia, agrammatic aphasia, non-fluent aphasia or
syntagmatic aphasia.

17 Wernicke’s aphasia is also called receptive aphasia, fluent aphasia or paradigmatic aphasia.

A few years later, in 1874, Cari Wernicke showed that a lesion in the posterior 
part of the left temporal lobe leads to language impairment of a different nature. This 
time comprehension is the one that is affected and the impaired individuals (who are 
affected by Wernicke's aphasia17) often use made-up words or the wrong words (they 
may use 'glass' for 'cup' for example). One can notice that different areas of the brain 
seem to be associated with different sub-compartments of language.

The first linguist who described aphasia from a linguistic point of view was 
Roman Jakobson, in his 1941 book "Child Language, Aphasia, and Phonological 
Universals". He noticed that there is a parallel between child language acquisition and 
the type of loss of language knowledge in aphasia. In his view, Broca's aphasics lose 
knowledge of grammatical formatives and thus their syntactic relations are also affected. 
They tend to use verb infinitives and unmarked Nominative case nouns, phenomena 
which also characterise the so-called opțional infinitive stage in child language. Another 
important insight was that marked elements are the ones which are acquired last but 
which get lost first in aphasia.

Obviously, we are far from knowing with precision which area of the brain is 
responsible for which function and probably we should not expect to find a perfect 
mapping one area -  one function. Still, data from studies of aphasics reinforce the view 
that the brain is the organ of the mind, made up of different discrete areas and that the 
language faculty may be one of them.

4. On the ‘mixed’ nature of language acquisition

Since the process of acquisition implies not only syntactic development but also 
the acquisition of word meaning, of the vocabulary of the target language, if we are to 
fully understand the acquisition process as a whole we must understand how the two 
processes develop and interact. The relation between the two is neither simple nor 
unidirecțional, nor can it be reduced to stating “which comes first: syntax or 
semantics?”. When linguists define language acquisition, when they discuss the role of 
input or the relation between language development and cognition, they often provide a 
biased answer, addressing the issue either from the perspective of syntax or from the 
perspective of lexical development. Syntacticians focus exclusively on the learning of 
the computațional system, whereas most of those concerned with the acquisition or word 
meaning focus on the part which cognition may play in the process. This dissociation 
seems to have played an important part in the famous debate between Jean Piaget and 
Noam Chomsky (constructivism vs. nativism). Jackendoff (1994a: 129) reduces the 
debate to a misunderstanding, which he describes in very clear terms:

Afier all, Piaget and Chomsky have a great deal in common. Both believe 
in complex unconscious mental processing. Both believe that the structure o f the 
world we experience is in large determined by the internai mental constructs o f 
potentially great abstraction.

As far as I  can determine, the major difference between the Piagetian and 
Chomskian traditions concerns what it takes to learn. Not a small part o f the
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problem in the debate was that Chomsky ’s argument focused almost exclusively on 
complex details o f  the learning o f  syntax, about which Piaget had virtually nothing to 
say; likewise, Piaget ’s ground fo r argument was conceptual leaniing, about which 
Chomsky had virtually nothing to say. So, the debate was not carried on in common 
lerriloiy, which led to a certain amount o f  the mutual misunderstanding and rancor.

It is worlh pointing out that, on the one hand, Chomsky (1993:24) argues that 
both the acquisition of syntax and that of vocabulary are subject to the poverty o f the 
stimulus problem:

[..] the pervasive problem o f  ‘poverty o f  the stimulus' is striking even in 
the case o f  simple lexical items. Their semantic properties are highly articulate 
and intricale and known in detail that vastly transcends any relevant experience.

But, on the other hand, in previous studies, Chomsky (1988, 1995) advances the 
view that acquisition of syntax and the learning of word meaning may represent two 
different types of developmental change:

... what we caii knowledge o f  language is not a unitary phenomenon, but it 
must be resolved into several interacting but distinct components. One involves 
the computațional aspects o f  language [...]. A second component involves the 
System o f  object-reference and also such relations as "agent”, "goal”, 
"instrument”, and the like; what are sometimes called thematic relations [...]: 

fo r  want o f  a better term let us caii the latter a "conceptual syslem ”. We might 
discover that the computațional aspect o f  language and the conceptual system 
are quite differently represented in the mind and brain, and perhaps that the 
latter should not strictly speaking be assigned to the language faculty  at all.

The implication is that the acquisition of word meaning may not be entirely part of 
the language faculty and hence this process would be different from the acquisition of syntax. 
This is in line with what data from linguistic development have proved so far. In spițe of the 
fact that both the acquisition of syntax and lexical development take place at high speed, 
suggesting that both processes are guided by some innate constraints, we are actually faced 
with two types of developmental processes. First, the acquisition of syntax is (almost) 
complete by approximately age 5, when it reaches a relatively steady state, whereas the 
acquisition of vocabulary, though slowing down with age, continues through life. The active 
vocabulary of a normal 5-year-old child has been estimated at approximately 3,000 words. A 
normal adult’s active vocabulary is ten times greater, while the passive vocabulary o f an 
educated adult can contain over 100,000 words (Aitchison 1988).

Second, one can talk about uniformity of final attainment only in terms o f syntactic 
knowledge. Knowledge of vocabulary can hardly be described as uniform across individuals. 
It is dependent on social factors, world knowledge, and general cognitive predispositions. 
Development in the area of vocabulary requires more than input and an innate device 
responsible for language development; it is dependent on the existence of an appropriate 
conceptual structure or the appropriate type of extralinguistic knowledge, requiring probably 
an incorporation of conceptual universals and language-specific conventions.

The principles which have been postulated as guiding the two processes are also 
of a different nature: the principles which constrain syntactic development are language- 
intemal, part o f I(ntemal)-language, while the constraints which guide the acquisition of 
word meaning also include semantic or pragmatic principles, i.e. which belong to 
E(xternal)-language18. This suggests that UG may not be able to account for all aspects 
of acquisition, in particular lexical development may have to rely on mechanisms which 
are not (only) language specific. Bloom (2000:15) States this fact in clear terms:

The acqui
sition of 
syntax and the 
acquisition of 
word meaning 
may represent 
different types 
of 
developmental 
processes.

" For example, Clark’s conventionality assumption or Markman’s whole object assumption.
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There is a 
“criticai 
period” for 
language 
acquisilion; if 
people are not 
exposed to 
language 
during this 
period they 
may never 
acquire 
language with 
ihe same 
results as those 
individuals 
who were 
exposed to lin- 
guistic inpul 
during this 
criticai period.

In fact, word learning is the clearest case o f  learning one can imagine. 
Nobody was born knowing the meaning o f  the English word rabbit. Everyone 
who knows the word has heard rabbit used in a context in which its meaning 
could be recoverable from  the environment using a rațional process; that is, 
everyone who knows the meaning o f  rabbit has learned it. I f  you can stomach the 
terminology, I suspect this might be the least controversial claim in the study o f 
language development.

Evidence that knowledge of syntax and knowledge of vocabulary could be (up to 
a point) dissociated comes from studies of mentally retarded individuals whose 
knowledge of language is almost normal, as well as those of language impaired 
individuals. Let us take Laura’s case, for example (presented in 3.2). Her knowledge of 
morphology and syntax is not impaired, but she has difficulties in the area of semantics 
and pragmatics. Her vocabulary is that of a 3-year-old and she cannot use her language 
knowledge in a pragmatically appropriate manner. She cannot make use of her 
knowledge of language (i.e. her competence) to adequately express her thoughts or to 
interpret what she hears. Her language deficit is associated with her performance system 
and her language problems seem to reflect her conceptual deficit.

Also, individuals with SLI show a discrepancy between knowledge of morphosyntax 
and knowledge of thematic relations. Such cases suggest that the acquisition of syntax does 
not rely on general cognitive abilities whereas the acquisition of word meaning or of discourse 
rules is associated to conceptual development and/or knowledge of the world. Also, studies of 
abnormal language acquisition with impaired grammar but good knowledge of vocabulary 
and discourse strategies suggest the same thing: that the mechanisms involved in the 
acquisition of grammar are language-specific whereas those responsible for the acquisition of 
vocabulary or of pragmatic competence are independent (Curtiss 1988).

We have reasons to believe that language, conceptual system and pragmatic 
competence interact but, at the same time, they can be developmentally dissociated: they 
may have different origins and rely on distinct representational systems. But do they 
follow independent tracks or do they interact? Vygotsky (1962) proposes that originally, 
language and conceptual development (thought) follow independent tracks. But, at the 
age of approximately 2 years, the two tracks begin to interact. Hirsh-Pasek and Michnick 
Golinkoff (1996) argue that mental models (whose construction is closely related to the 
process of cognitive development) play an important part in the child’s ability to use 
language. Language comprehension, in its turn, may help children to construct primary 
representations. On such a view, language and conceptual development interact.

Maybe the real issue of language acquisition studies ought to be how these 
factors interact, within an epistemology that embraces constructivism and innate 
predispositions. Or, in Lila Gleitman’s (1993) words:

[...] this is the problem o f  modern linguistics: how much does a child 
have to learn and how much is built in?

5. The Criticai Period Hypothesis

5.1 Definition

Language evinces one more property which qualifies it as a biologically 
programmed ability and which brings support in favour of the view that there is a distinct 
language faculty: it seems that there is a certain age beyond which our ability to acquire 
language is reduced19. Although linguists and psychologists have not reached an agreement

19 Competence reaches its peak during a "critica] period" and then declines in most behavioral domains 
(Johnson and Newport 1993).
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as to what this criticai age is or to what its causes might be, there is a common belief that, at 
a certain point (maybe in their early teens) people lose the ability to leam language without 
conscious effort.

The so-called Criticai Period Hypothesis (or the sensitive period) is 
associated with the name of the neurolinguist Eric Lenneberg, the first one to argue 
that there is a criticai period for language acquisition, which extends from 
approximately the age o f 2 to the onset o f puberty, i.e. between ages 2-13 , when 
funcțional and biological linguistic developm ent needs to be activated. This period 
coincides with the specialisation o f language to one cerebral hemisphere, normally 
the left (Lenneberg 1967). If language acquisition does not occur before the onset of 
puberty language can no longer develop fully. If people arc not exposed to language 
during this period, they might never be able to acquire language in the same way or 
with the same results as individuals who were exposed to linguistic input during the 
criticai period.

There is, however, evidence that multiple criticai periods exist for language: there 
are different sensitive periods for different components of language. Almost everybody 
seems to agree that the sensitive period for phonology ends at around age 5 or 6 (which 
could explain why second language acquisition which begins later may never attain native 
or near native like accent) whereas the criticai period for morphology and syntax declines 
later, probably at the onset of puberty (Long 1990). The ability of discriminating between 
phonetic contrasts which are not relevant for the target language is lost at a very early stage. 
At the age of two, Japanese children can no longer distinguish between /r/ and /!/, a 
distinction which is not relevant in Japanese (de Boysson-Bardies 1999).

Interestingly, studies o f brain lesions which result in speech impairment show 
that the age when the lesion occurs is extremely important. Seliger (1978) discusses 
aphasia types which differ according to age group, in spițe o f the fact that the lesion is in 
the same area o f the brain. A lesion in Wernicke’s area can produce jargon aphasia in old 
age, motor aphasia in a child and conduction aphasia in youth and middle age. Such case 
studies lead to the hypothesis that ‘there is a continuous long-term process of 
interhemispheric and intrahemispheric localisation of function [...]. Since different 
aspects o f language are affected at different stages in this process, it is hypothesised that 
there are multiple criticai periods which correlate with localisation and the gradual loss 
of plasticity’ (Seliger 1978:15).

For obvious reasons, it is impossible to test what happens to a child who is not 
exposed to language during the relevant period.20 That is why most experiments were 
carried on second language learners and most of the criticism of the criticai period 
hypothesis came, actually, from studies of second language learning. In a nutshell, the 
core of the criticism was based on the idea that adults can be superior to children in 
leaming a second language or that at least adults are not inferior to children in the 
process of learning21 a foreign language.

20 However, it seems that there have been cases of such “forbidden experiments”. The story says that the 
Pharaoh Psnatik I of Egypt attempted to isolate young children, giving orders that no one speak to them. He wanted 
to test whether in the absence of linguistic input children begin to speak the “original” language of mankind.

21 On the other hand, there are studies in second language learning which clearly show that individuals 
who begin leaming a foreign language in childhood can reach higher levels of proficiency in the end than those 
who begin learning a foreign language as adults, in spițe of the fact that the latter may initially perform better.

There are two problems with such a criticai approach. Firstly, Lenneberg (1967) 
did not hypothesise that an adult cannot leam a foreign language:

Most individuals o f  average intelligence are able to leam  a second 
language after the beginning o f  their second decade [...]. A person can leam  to 
communicate in a foreign language at the age o f  forty. This does not trouble our 
basic hypothesis on age limitations because we may assume that the cerebral 
organisation fo r  language learning as such has taken place during childhood.
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and since natural languages tend to resemble one another in many fundamental 
aspects the matrix fo r  language skills is present. (p. 176)

What Lenneberg assumes with respect to second language learning is that the 
process may be different from first language acquisition:

"...automatic acquisition from mere exposure to a given language seems to 
disappear afler this age [i.e. the end of the criticai period] and foreign languages 
have to be laught and learned through a conscious and elaborated effort. Foreign 
accents cannot be overcome easily after puberty." (p. 176).

If this is the case, (and the above quotations are relevant cnough), testing for the 
existence/absence of the criticai period effects on second language leamers somehow 
departs from the nature of the hypothesis under discussion. Arguing that adults can be good 
second language leamers does nbt contradict Lenneberg's theory in any way. Similarly, as 
Hurford (1991) points out, ‘one cannot reason quite so easily from second language 
learning results to a criticai period for first language acquisition’ (p. 163).

Also, one should not neglect that, if one assumes the view that language is a 
modular cognitive system, analogy with the development of other systems, such as the 
system of vision, suggests that there are changes in brain systems and their learning 
capacity throughout development. The classical example is the study on the development 
of vision in cats (Hubel and Wiesel 1962, 1970). The neurons of the visual cortex o f cats 
are preset to respond to specific stimuli. When a kitten is deprived of some of these 
stimuli during the sensitive period for vision, those neurons preset to respond to the 
stimuli which are absent from the input will become inactive and, finally, they will 
degenerate. The development of vision in humans seems to have the same specificity. By 
analogy, the hypothesis is that the language faculty, a modular cognitive system on a par 
with vision, should display the same developmental requirement: exposure to the 
appropriate stimuli during the appropriate developmental period.

5.2 Evidence in favour of the criticai period hypothesis

Evidence in favour of the criticai period hypothesis comes from cases of children 
deprived of language during their first years of life, be they "normal" children or children 
who were exposed to American Sign Language (ASL) at a later stage. Their later 
linguistic development proves that there is a criticai period for language acquisition and 
that there is something special about the maturational state of the child's brain.

A well-known case is that of Genie, a girl who was discovered in 1970 at the age of 
thirteen. She had been isolated from the world and deprived o f language or any other type 
of social interaction. After her discovery, her cognitive abilities improved but her language 
ability, though remarkably fast in the beginning, remained, after seven years of 
rehabilitation, at the level of a two and a half year old child. Her lack of linguistic 
knowledge, especially in the area of syntax, supports the criticai period hypothesis. 
However, Genie's case must be taken with a grain of salf. Some of the researchers on the 
team that worked to rehabilitate her questioned whether her lack o f linguistic competence 
was merely a consequence of the lack of linguistic input during her early childhood.

Another well-known case is that of Isabelle, who was discovered in the 1940s, at 
the age of six, i.e. during the criticai period. At the time she was discovered she could not 
speak and her cognitive development was at the level of a two year old child. But she 
could speak within a year.

One more case of a severely isolated child is that of Kaspar Hauser (Londen 
1999) who is said to have appeared in Nuremberg in 1828, at the age o f approximately 
16. The story says that he had been kept in captivity, isolated from other people, between
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the age of approximately 4 and 16. When he was discovered, his speech had all the 
characteristics of a normal 4 year old child who acquires German (lack of conjunctions, 
particles and verbal auxiliaries, use of subjectless sentences, misuse of articles with the 
plural, misuse of personal pronouns, the verbs are mainly used in the infinitive, lack of 
embedded sentences, etc.) but it seems he “regained” language very fast. His story, if 
true, points to the fact that language, if acquired, up to a certain degree, during the 
criticai period, can be “reawakened” and further developed beyond this period.

Studies of language acquisition in the congenitally deaf also point to the fact that 
the later a language is learned the less its use is native (Newport 1990). One such study is 
the one of Newport and Supalla (reported in Newport and Johnson 1993). They separated 
subjects (in a residential school for the deaf) into three groups, by their age of exposure:

(a) native learners (exposed to ASL from birth)
(b) early learners (exposed to ASL between the age of 4-6)
(c) late learners (exposed to ASL at age 12 or later, i.e. after the criticai period).

The results show a decline in performance (both production and comprehension) 
with increasing age of exposure. The later the first exposure, the more incomplete the 
ultimate attainment. These results suggest that the age of the first exposure to language 
plays an important part in linguistic development.

SUMMARY

In this chapter a general framework for the study of language acquisition has 
been presented. Language acquisition has been defined as the rapid, effortless process, 
which turns a deficient and limited input into correct output grammar. The final state 
which children achieve is uniform.

Though the PLD do play an important part in acquisition (the innate component 
can become part of our biological potențial only when interacting with the environment), 
the deficiency of the linguistic input points to the fact that the child has to resort to 
something else in the process of acquisition. The idea that the child must have some a 
priori knowledge of the constraints of language has been advanced.

It has also been hypothesised that the acquisition of language is not a unitary 
phenomenon: the acquisition of syntax can be (partly) dissociated from general cognitive 
development, representing a process distinct from general learning principles, whereas 
the acquisition of word meaning may rely both on language specific and on general 
learning mechanisms, world knowledge, and social factors.

Language has been defined as a cognitive module, and its development has been 
assumed to be constrained, just like the development of other cognitive Systems, by certain 
criticai periods, when the relevant stimuli for the development of the module must be 
present in the input. Their absence may render the faculty inactive or, at least, deficient.

So far, the following general schema for language acquisition has been 
assumed:

INPUT LANGUAGE 
ACQUISITION 
DEVICE

^O UTPUT

The LAD has been defined as a mental organ which develops as part of the 
child’s biologically determined maturation. It is the locus of the principles which govem 
the linguistic constructs, the locus of constraints, a system of innately specified
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assumptions about the structure of language. It is, in essence, the inițial state of the 
language faculty. It is "a function that maps presented data into a steady state of 
knowledge attained" (Chomsky 1987: 61).

It has also been said that we do not have direct access to the LAD, that we have 
to hypothesise about its nature on the basis of our analysis of the input and of the output 
grammar. Which means that the hypotheses we construct are dependent on the theory of 
language adopted. In the next chapter the evolution of these hypotheses within generative 
linguistics will be presented.

Further reading

General: Read Chomsky (1988), Jackendoff (1994b) and Pinker (1994a) for 
excedent introductions to the nature of language and language acquisition. For a short and 
out-of-the-ordinary discussion on the nature of language acquisition, read section 1.1 in 
Uriagereka (1998).

General+advanced: If you are ready for more, read Chomsky (1986) and 
Chomsky (2000).

Focussed: For linguistic arguments that the acquisition of syntax relies on more 
than input, read Crain (1991). The reader keen on finding out about pros and cons will 
also enjoy the Open Peer Commentary section at the end of the paper. Fromkin (1997) 
summarises the approaches to the neural basis of language and modularity, with evidence 
from SLI, aphasia and linguistic ‘savants’. If you find Fromkin too general and want to 
find out more about speech impairment, Leonard (1998) provides a recent 
comprehensive review of the literature dealing with SLI in children.

Textbooks: If you prefer textbooks, try Goodluck (1991), Chapter 1: Tntroduction: 
Linguistics and Language Acquisition’ and Chapter 6: ‘Cognition, Environment and 
Language Learning’. Chapter 3: ‘First Language Acquisition’ in Cook (1988) is one of the 
most accessible introductions to language acquisition from a generative perspective.
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2

GENERATIVE LINGUISTICS
AND LANGUAGE ACQUISITION

Who does not look back at where he came from will 
not reach where he is going. (Tagalog proverb)

KEY POINTS
In tliis chapter you will learn about:
• the way in which the generative approach to the study of language departs from 

the behaviourist approach
• the way in which generative models of linguistic analysis contributed to an 

understanding of language acquisition
• how language acquisition was dealt with by the Standard Thcory model
• how language development was conceptualised within the Principles and 

Parameters model
• language acquisition and the Minimalist Program

1. Introduction

This chapter offers a brief presentation of generative models of linguistic 
analysis with a focus on the sense in which they have contributed to an understanding of 
language acquisition.

The rise of generative linguistics, associated with the name of Noam 
Chomsky, represented a radical shift from ‘behavior or the products of behavior to 
States of the 'mind/brain that enter into behavior’ (Chomsky 1986:3), a change of 
perspective from behaviourism, which dominated the social Sciences in the 1950s, to 
mentalism, which understands ‘talk about the mind to be talk about the brain at an 
abstract level at which [...] principles can be formulated that enter into successful and 
insightful explanation of linguistic (and other) phenomena that are provided by 
observation and experiment’ (Chomsky 1987:50). Within such an approach, the 
Carlesian idea that language is a mirror of the mind is resurrected. The main empirical 
assumption about language is that there is a specific faculty of the mind/brain that can 
account for the acquisition and use of language.

Obviously, such a view represented a significant shift from the school of thought 
of the well-known psychologists of the time (such as John Watson or B. F. Skinner) who 
rejected the study of mind as unscientific. The behaviour of organisms was explained 
with laws of stimulus-response conditioning. The organism (animal or human) was seen 
as an empty black box while the stimulus (or the input) and the response (or the output) 
represented the only objectively measurable entities:

(1) Stimulus Empty1 Response

1 The "empty black box" was later abandoned even by behaviourists. Neo-behaviourjsm argues 
in favour of the idea that the stimulus-response connection is not sufficient to deal with the problem of 
situations; there must be some internai mechanism that allows the organism to choose new responses when 
facing certain situations. The idea of internai mediating mechanisms was introduced. These mechanisms are 
assumed to account for the fact that the same stimulus does not always produce the same responses.

(Input) * Black Box * (Output)

Generative 
linguistics 
represented 
a shift from 
behaviourism 
to 
mentalism.

Language = 
a mirror of 
the mind.
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Bchaviourism: 
(knowledge 
ol) language 
= (knowledge 
ol) a set of 
habils, 
disposilions 
and abilities.

The mind was seen as a tabula rasa before learning (children are bom, on such a 
view, only with the general capacity for analogies and overgeneralization) and learning was 
described as a combination of association, analysis, analogy, etc. Language was explained 
in the same vein since it was assumed to be just another form of behaviour. Thus, language 
can be leamed just like any other skill (dancing, playing the piano, etc.). On analogy with 
other learning processes, one would then expect children to achieve a different level of 
language knowledge.

Skinner’s 1957 book Verbal Behavior reprcsentcd an attempt to explain language 
without taking into account any meanings, ideas or grammar rules, i.e. anything that might 
be defined as a mentalistic event. Skinner believed that verbal behaviour could be

Bchaviourism: 
the study of 
language 
acquisition is 
reduced to the 
study of 
input-output 
relations.

controlled by the same externai processes which wcre uscd to control the behaviour of rats 
or pigeons since, hc claimcd, ‘the methods can be extended to human behaviour without 
serious modifications’ (Skinner 1957: 3). The methods relicd on classic conditioning. 
Imagine a hungry pigeon which is in a box. When it pecks a button by chance, it will 
receive food. After pecking the button on several occasions, the pigeon will come to leam 
the connection between the button and food. It will receive positive reinforcement every 
time it pecks the button: food is provided. Learning language is only one more type of 
conditioned learning by association. The first sounds a child utters are shaped up by 
reinforcement (of behaviour by means of rewards) to grow into the full range of verbal 
sounds of adult language. A verbal response is weakened or strengthened, depending on 
the type of consequences it may have: negative or positive.

Skinner provides a few examples of how verbal responses are conditioned and 
reinforced. A mand, for example, is, according to him, the result of need stimulus, such as the 
need for water. The verbal response to such a stimulus may be the message ‘Give me some 
water’. The person being given what he/she has asked for reinforces the message: he/she says 
‘Thank you’, which reinforces the response of the listener, and so on. When an adult teaches a 
child how to speak conectly, positive reinforcement is given by saying: ‘That’s right’ or 
‘Good’ when appropriate linguistic behaviour has been emitted. What happens when the 
behaviour is not the expected one? Skinner suggests... ‘generalised punishments’ (!). How do 
children create new sentences? Sentences are defined as strings of words, organised in linear 
order. Within the behaviourist approach, language is thus acquired by habit-formation, via 
positive/negative reinforcement.

When acquiring language, defined as a set of habits, gradually built over the years, 
the child must solely rely on environment. The study of language acquisition is reduced to 
the study of observables, i.e. of input-output relations, without resorting to any study of the 
internai structure of the organism.

In 1959, Noam Chomsky, in his famous criticai review of Skinner’s book, argued 
that the stimulus-response model is completely untenable for language behaviour. 
Firstly, such a system cannot account for the production and comprehension o f entirely 
new sequences o f words. We can understand/utter sentences which we have never
heard before. Chomsky's famous sentence ‘Colorless green ideas sleep furiously’ clearly 
proves that any sequence of words which has not been heard before can, however, be 
recognised as a grammatical sentence. A stimulus-response model cannot possibly explain the 
fact that every sentence which a person might understand or utter can be a novei combination 
of words or that children can acquire language rapidly, without any formal instruction, 
growing to conectly interpret constructions they have never heard before. Language cannot be 
described as a repertoire of responses nor can language acquisition be defined as the process 
of learning this repertoire.

Such an approach to language acquisition can neither account for the lack 
o f negative evidence. It has already been shown that communication between children 
and parents does not seem to depend in any way on the ill- or well-formedness of 
children’s utterances. Parents only rarely correct their children’s (grammatical) errors. 
According to Skinner’s hypothesis, the child learns how to speak correctly via positive
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and negative reinforcement. The hypothesis does not say anything about what may 
happen in the absence o f negative reinforcement and, consequently, it cannot answer the 
question o f how children manage to acquire language in the absence of negative input.

The behaviourist view does not make any assumptions about the learner's 
predisposition to learn. It cannot explain why only human beings can acquire speech, if 
knowledge of language can be achieved via conditioning.

It also allows for an unstructured hypothesis space and thus renders the task of 
learning extremely difficult (Saleemi 1992) and slow. There is evidence that children 
learn both grammar and vocabulary rapidly, sometimes after one single exposure to a 
particular word or a particular structure. Behaviourism also oversimplifies the problem2. 
It has been shown in Chapter 1 that language cannot be acquired merely by resorting to 
analogy or associations, i.e. to domain-general leaming mechanisms.

2 To imagine that an adequate grammar could be selected from the infinitude o f conceivable 
alternatives by some process o f pure induction on an infinite corpus o f utterances is to misjudge completely 
the magnitude o f theproblem. (Chomsky and Miller 1963:277)

The generative approach seeks to explain the problems raised above on the 
assumption (already discussed in Chapter 1) that the brain is equipped with a faculty, 
which allows children to build an infinite number of new sentences out o f a limited, 
deficient input.

The central problems of the study of language are, within such an approach, the 
following ones:

(i) what is the system of knowledge called ‘language’?
(ii) how does the child acquire this system of knowledge on the basis of a 

deficient linguistic input?

The answers provided by generative linguistics to the issues in (i) -(ii) above are 
crucially different from the ones provided by behaviourism. Language is no longer 
interpreted as a system of habits, dispositions and abilities but as a computațional system of 
rules and constraints, specific to humans. Such a view on language obviously led the path 
to a radically different interpretation of how knowledge of language is attained.

The empty black box of early behaviourism is replaced by the language acquisition 
device (LAD) of the language faculty which is far from being ‘empty’. It contains the tools 
which help the child to construct a correct steady output on the basis of the PLD and which 
are responsible both for the great speed with which humans acquire language as well as for 
their creativity. The LAD is regarded as the device with which the child is equipped from 
birth, it is the inițial state of language.

Hypotheses about the contents o f the device itself have varied from one model to 
another. As we are going to see, within a Standard Theory approach, it contains 
substantive and formal universals, within a Government and Binding approach or within 
a Minimalist one, it is defined as containing a set o f principles and a set of parameters.

As access to the LAD is indirect, in the sense that we can only hypothesise about 
it relying on the data offered by the analysis of the input and of the output, it is but 
natural that the details varied from one model o f grammar to another. The changes reflect 
the fact that a better understanding of the acquisition process can only be achieved by 
revisions in the linguistic theory. At the same time, investigating language acquisition, 
‘one may hope to give some real substance to the tradițional belief that the principles of 
grammar form an important, and very curious, part of the philosophy o f the human 
mind.’ (Chomsky 1965:59)

One o f the goals of generative linguistics has been, from the very beginning, 
explanatory adequacy. Choosing one model or the other also takes into account the 
ability of the model to explain the process of acquisition. The linguist will prefer that

Generalivism: 
the child is 
equipped with 
a LAD, which 
is responsible 
for the speed 
with which 
humans 
acquire 
language as 
well as for their 
linguistic 
creativity.

Generative 
linguistics 
seeks to meet 
explanatory 
adequacy.
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particular model, i.e. that theory o f grammar, which can best account not only for what 
languages share and for what distinguishes one language from another, but also for how 
children manage to learn language so fast, without any conscious effort. Developmental 
facts can be extremely revealing for the study of the organisation of the language system.

Within such a view, knowledge o f language is no longer interpreted as relying on 
analogy and it is regarded as a different, specific skill. The use of language is defined as 
rule governed behaviour.

2 Standard Theory and Language Acquisition

2.1 Preliminary remarks

The Standard Theory (ST) of transformational generative grammar was first 
formulated in Chomsky's (1965) Aspects o f  the Theoiy ofSyntax. From the point of view of 
acquisition it represents the first systematic attempt to formulate an argument in favour of a 
rationalistic approach to the study of language3 which assumes that there are ‘innate ideas 
and principles of various kinds that determine the form of the acquired knowledge in what 
may be a rather restricted and highly organised way’. (Chomsky 1965: 48).

3 In this respect, Chomsky follows the line of Descartes, Leibnitz or Humboldt. His point of view 
differs sharply from that of philosophers like Quine and Wittgenstein, who adopt the empiricist position with 
regard to language, which they assume to be independent o f innate mental faculties and thus learnable through 
drill or explanation.

4 Wexler and Culicover (1980), for example, define feasibility as easy leamability, i.e. ‘learnability 
from fairly restricted primary data, in a sufficiently quick time, with limited use of memory’ (p. 18).

5 For a more detailed presentation of the ST model the reader is refened to Ruwet (1967), Chapter 2 
in Șerban (1982) or Chapter 2 in Cornilescu (1995).

6 That is why they are also called rewriting rules.

Equally important, it raises the problem of adequacy (or adequacy-in-principle) and 
that of feasibility. The former concerns the matching of the principles (to be applied to 
primary data) proposed by the theory with the various grammars which are actually 
discovered when the linguist examines real, natural languages. The question of feasibility 
concems the potențial of a certain theory to explain how grammars are produced4 . Accounting 
for the leaming algorithm becomes a condition imposed on any linguistic theory.

2.2 Standard Theory

In order to understand what view o f language acquisition the ST approach can 
offer and, more specifically, what the LAD is assumed to consist of, one should first 
examine the model of grammar adopted by ST. Remember that the LAD can only be 
hypothesised on the basis of the analysis of the input and of the output, i.e. its contents 
derive from the model of grammar assumed.

In what follows, the ST view on the organisation o f grammar will be briefly 
presented5, with a focus on those aspects which are directly relevant for the present 
discussion.

A ST grammar is organised in various components. It consists of a base, which 
contains a set of context-free phrase structure rules and a lexicon. The lexicon is defined as 
a list of idiosyncratic properties of lexical and grammatical formatives; the entry of each 
item contains specification of its phonological and semantic properties, as well as 
information about its subcategorisation and selecționai properties. The context-free phrase- 
structure rules rewrite6 single non-terminal symbols wherever they may appear in the 
derivation, i.e. they apply independently of context, and they are of the type shown in (2):
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(2) S —> NPAUX VP 
V P-> V NP
NP -> Det N 
Det —> the 
P P -»  P NP

The rules apply mechanically and in a stepwise fashion until no more rules can be 
applied. At this point, a structure has been created. The structures produced by the base, the 
deep structures or the underlying structures, are taken over by a transformational 
component (which, in its tum, consists of transformational rules) which maps them into 
surface structures:

(3) BASE

DEEP STRUCTURES ---- ► input to the semantic component

TRANSFORMATIONAL COMPONENT

SURFACE STRUCTURES ---- ► input to the phonological component

The deep structures and the surface structures provide input to the semantic and 
the phonological components respectively. Notice that, within the ST model, only deep 
structure is subject to semantic interpretation.

Each level of representation is derived from another and derivation is mediated 
by rules. These rules are defined on sets of substantive universals, i.e. grammatical 
categories (N, V, P, A) and their phrasal projections (VP, VP, PP, AP) and 
grammatical features (+V, +N) in the syntactic component, semantic primitives in the 
semantic component (such as [+/-abstract], [+/-human], etc. and phonological features 
in the phonological component7. Rules are construction-particular. There are rules 
such as Dative Transformation, Relative Clause formation, Passive formation, 
Reflexivization, a.s.o. They are composed of elementary operations and have different 
formats, which are constrained by formal universals8.

7 Substantive universals could be defined as ‘primitive elements which a grammar establishes in 
order to analyse linguistic data’ (Crystal 1985:295) and which consist o f ‘any feature or category, 
phonological, syntactic or semantic, which is part o f the vocabulary necessary and sufficient. for the 
description of the world's languages’ (Smith and Wilson 1979: 288).

" They specify ‘the form of rules in a grammar’ (Smith and Wilson 1979:253.) representing ‘the 
necessary conditions which have to be imposed on the construction of grammars in order for them to be able to 
operate’. (Crystal 1985 : 321).

The ST 
model: the 
LAD consists 
of substan- 
tives (gram
matical 
categories, 
their pro
jections, and 
grammatical 
features) and 
formal 
universals 
(formats 
constrained 
by UG).

2.3 The LAD within ST

The LAD, a mediator of the input-output relation, is defined as consisting of 
these substantives and formal universals which ‘provide a schema that is applied to data 
and that determines in a highly restricted way the general form [...] of the grammar that 
may emerge from presentation of appropriate data’ (Chomsky 1965:53):
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An 
evaluation 
measure 
reduces ihe 
hypolhesis 
space.

(4) INPUT
LAD = 

Substantive and 
formal universals

_______► OUTPUT

One immediate consequence of such a view is that the LAD can acquire or use 
only certain symbolic systems, whereas others are unleamable. A second consequence is 
that the input filtered by this LAD will generate more than one possible grammar. How 
does the child choose one single grammar out of this set? The acquisition process is 
assumed to involve an evaluation measure which imposes a ranking on the members of the 
set of possible grammars, thus reducing the hypothesis space and allowing the child to 
choose that grammar which is the most compatible with the data offered by the input and 
which has the status of ‘predicted descriptively adequate grammar’:

(5) INPUT-------- ► LAD Evaluation 
measure

* OUTPUT

Most subsequent studies of language acquisition (Berwick 1985, Atkinson 1992, 
Saleemi 1992, O'Grady 1997) criticised the ST model for offering an instantaneous view 
of the acquisition process, i.e. all the data seem to be accessible to the child at once. 
However, several remarks are in order here. Firstly, one should not ignore the fact that 
such an idealisation is legitimate from the point of view of linguistic theory and that it 
was necessary when the focus was on showing that language acquisition mirrors mainly 
‘the general character of one's capacity to acquire knowledge - in the tradițional sense, 
one's innate ideas and innate principles’ (Chomsky 1965:59) and not ‘so much the course 
of one's experience’. Chomsky (1965: 202) himself stresses the fact that he is idealising 
and points out the developmental dimension which is involved in the process:

Obviously, to construcl an actual theory o f language learning, it would 
be necessary to face several other very serious questions involving, for example, 
the gradual development o f an appropriate hypothesis [...] and the continual 
accretion o f linguistic skill and knowledge [...]. What I am describing is an 
idealization in which only the moment o f acquisition o f the correct grammar is 
considered. [...] it might very well be true that a series o f successively more 
detailed and highly structured schemata (corresponding to maturational stages 
but perhaps in part themselves determined in form by eariier steps o f language 
acquisition) are applied to the data at successive stages o f language acquisition.

This quotation alone proves that the idea of language growth is present in the 
model as early as 1965, and that the criticism that the schema for language acquisition 
offered by the ST model is characterised by a ‘total lack of developmental dimension’ 
(Atkinson 1992:43) is not grounded, if not misleading. It is one thing to say that the 
model which it offered was idealised, and hence language acquisition was presented as 
instantaneous, but it is quite a different thing to say that the model lacked a 
developmental dimension. As we are going to see, the learnability models grounded in 
the ST framework assumed an incremental view of the process of language acquisition.

The model of language acquisition which ST could offer was faulty to the 
extent to which the model of grammar was faulty, i.e. it was not the abstract way in 
which language acquisition was conceived that was at stake, but the type of 
hypothesis one could build about the LAD on the model of grammar which the 
linguistic theory could offer at the time. The general assumptions which lie behind 
the history of language acquisition within generative linguistics have remained the 
same. What has been changing, in an attempt at gaining a better understanding of the
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language faculty, has been the descriptive, not the explanatory, part of the 
grammatical theory. That language acquisition is a gradual process, that it represents 
a development of language skills which relies on some species-specific innate 
predispositions is an idea which has always been present in generative studies. It is 
the model of grammar which has been revised, very often with the goal of leading 
towards a more appropriate learnability theory.

It should also be pointed out that acquisition of language, though associated with 
a distinct specific faculty of the human mind, is not seen as entirely separate from other 
components of the abstract mind:

Notice that we do not, o f course, imply that the functions o f language 
acquisition are carried out by entirely separate components o f the abstract mind or 
the physical brain, just as when one studies analyzing mechanisms in perception 
[...], it is not implied that these are distinct and separate components o f the ful! 
perceptual system. In fact, it is an important problem for psychology to determine 
to what extent other aspects ofcognition share properties o f language acquisition 
and language use, and to attempt, in this way, to develop a richer and more 
comprehensive theory o f mind. (Chomsky 1965:207)

2.4 Learnability models grounded in the ST model

2.4.1 Degree-2 Learnability

One of the first attempts at providing a theory which unifies linguistic 
representation and leaming is associated with the names of Ken Wexler and Peter 
Culicover. In their 1980 book, Formal Principles o f Language Acquisition, they tried to 
show that transformational grammar is ‘naturally’ and ‘easily’ learnable’, i.e. they define 
‘feasibility’ as ‘casy learnability’, ‘that is, learnability from fairly restricted primary data, 
in a sufficiently quick time, with limited use of memory’ (Wexler and Culicover 
1980:18), and devcloped a theory of language leaming which incorporates a theory of 
generative grammar and a leaming procedure.

They start from two main assumptions:
(i) the primary data provided by the input which the child reccives consist each of 

a base phrase-marker (b) paired with a surface string (s): (b,s). The base 
phrase marker (or the deep structure) is conccived as close to the semantic 
representation of the utterance. The child can understand a sentence even 
when he/she cannot analyse it because hc/she relies on the situation in which 
the sentence is uttered as well as on the spoken words. Thus, the child is 
assumed to have the capacity to reiate this interpretation to syntactic 
structures, i.e. semantic infonnation facilitates access to decp structures;

(ii) the child's task in the process of language acquisition is to construct a 
transformational component.

Degree-2 
Learnability: 
on the basis of 
a simple input, 
the child con- 
structs the 
transformation 
al component, 
considering 
phrases which 
necd conlain 
no more than 
two 
embeddings.

The leaming mechanism which they propose is quite simple and gradual: it creates 
transformations on the basis of PLD (i.e. pairs of basc phrase markers and surface strings). 
The child’s task is that of leaming the transformational rules. Whencver the input datum

9 ‘Learnable" should not be understood to mcan learnable by some general leaming mechanism 
which can account for the leaming of any kind of cognitive capacity. As Wexler (1982:286) points out: ‘an 
abiliiv (c.g. the ability to speak a natural language) is learnable if rhere is an (empirically truc) way in which 
the ability can develop. In this sense. if an ability is innate it is learnable [...]. If the ability develops via a 
leaming mechanism based on other innate capacities. the ability is also learnable [...]. In short, any human 
capacity is learnable?

51
https://biblioteca-digitala.ro / https://unibuc.ro



allows an error to be detected (i.e. whenever the transformation hypothesised by the leamer 
is different from the transformation in the target grammar), that transformation is deleted 
and the child will hypothesise a new transformation. It is important to point out that the 
mechanism can ‘see’ only the latest datum, it does not go back to earlier data; the rejection 
and the selcction of transformations does not target the transformational component 
Wholesale. Hypotheses are changed gradually, as new data are provided by the input.

The main idea is that the child can select a correct transformational component on 
the basis of a rclatively simple input. Even though eventually the leamer will mașter a 
grammar which contains complex sentences, in the process of language acquisition the 
most complex phrase marker which the child must consider will contain no more than two 
embeddings. Hence the name of the theory: dcgree-2 learnability. In the process of 
acquisition, the child will make some errors which, for the learning to take place, must be 
detectable errors.

Within the framework adopted, all the transformations arc obligatory. Thus, the 
child will be able to see that his/her hypothesised transformation is incorrect every time 
the input provides a paired base structure phrase marker and surface string if the surface 
string is different from the one his/her transformational component would have 
generated from the same base structure. Supposc the child's transformational component 
has generated the surface string sl from the base structure b. Then the child hears a 
primary datum (b, s2) and realises that the transformation he/she applied to b is incorrect. 
On the basis of the latest datum, a new transformation will be hypothesised. But some 
errors may not be detectable until a degree-2 phrase marker. The hypothesis is that 
transformational grammar ‘can be learned from data of degree less than or equal to 2’ 
(Wexler and Culicover 1980:117), i.e. errors arc detectable on a base phrase marker of 
degree-2 or less. That would be in line with the assumption that the input which a child 
receives is relatively poor; however, grammar can be learned from an input of reasonably 
small complexity: ‘Nothing more complicated than sentences that contain sentences that 
contain sentences is needed for convergence’ (Wexler 1982:299).

The transformation theory provided by ST was relatively unconstrained. Hence, 
one of the major problems for degree-2 error detectability was the possibility of a low 
cycle error to be undetected until on a much higher cycle. That rcquired phrase markers 
of a high degree of embedding as part of the PLD, an undesirable result. Given this 
shortcoming of ST, Wexler and Culicover had to add a number of constraints, conditions 
and principles to the standard definition of transformations10.

10 Among which the so-called Freezing Principie (‘if a transformation changes the structure o f a node so that it 
is no longcr a base structure, nothing under that nodc may bc analyscd (and thus changed) by a further transformation’ - 
Wexler and Culicover 1980:119), the Raising Principie (if a nodc is raised, no further transformations can apply to any of 
tlic nodes dominated by the raised one) or the Binary Principie (‘a transfonnation may apply to the level at which it is 
operating plus the next lower level. but no further down’ Wexler and Culicover 1980:109). Thcse principles are still at 
work in more recent generative models, under different names.

Their work shows in what way developing a learnability theory is linked to the 
development of linguistic theory itself. As Baker (1982) puts it: ‘only by making major 
revisions in the linguistic theory itself were they able to achieve satisfactory learnability 
results’ (p.420).

However, the model they propose is not without problems. Most of the 
constraints they propose are ‘specific’, providing a solution to one kind of situation. 
Assuming that all the transformations are obligatory, their model cannot give an aecount 
of error detectability in the case of thosc errors linked to opțional rules (although they 
assume many of the rules which were formulated as opțional rules).

Also, recall that one of the background assumptions they made was that the child 
has the ability to construct base structures on the basis of scmantics. Such an assumption is, 
as Atkinson (1992) points out, both too strong and too wcak at the same time: the input is 
defined as consisting of surface strings which do not provide any structural information.
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2.4 .2 Degree-1 Learnability

Morgan (1986) proposes an alternative leaming theory which modifies the model 
of Wexler and Culicover by introducing the so-called Bracketed Input Hypothesis. 
According to this hypothesis, input is bracketed: it contains scquences of base structure - 
surface bracketing pairs, with certain clues about the way in which words are grouped 
into syntactic constituents. Suppose that the target grammar contains a transformation 
which operates on the base structure in (6) yielding (7):

As shown in (6) -(7) G raised and adjoined as a right sister to D.
Now suppose that the child has hypothesised a transformation that raises G but 

adjoins it as a left sister to E, as in (8):

(8)

Degree-1 
Learnability: on 
the basis of an 
input which 
contains 
scquences of base 
structure -surface 
bracketing pairs, 
the child builds 
the 
transformation- 
al component 
considering 
phrases which 
nced not contain 
more than one 
embedding.

The surface string in (7) and (8) will be the same: DGEF. The error will not be 
detcctable if the input provides only strings (as in Wexler and Culicover’s model) not 
slructures. If the Bracketing Input Hypothesis is assumed, (7) and (8) will have different 
rcprcsentations, as shown in (9) and (10) respectively:

(9) [D -G ][E ][F ]
(10) [D ][G -E ][F ]

The child will be able to defect the error on a phrase marker which contains no 
more than one embedding, i.c. on a degree-1 datum.

One can notice that Morgan cnriches the input by adding ‘bracketed’ structural 
Information to the simple input of Wexler and Culicover (1980), but then simpliftes it 
by reducing the degree of complexity of phrase markers necessary for error detection 
and hence for leaming.

Examining the two learnability theories from a conlemporary stancc, when 
constraints are generally limited to elements within the same clause, one might wonder 
why children need to hear more than a simple, unembcdded clause in order to be able to 
conslruct a corrcct grammar. In 3.3.2 an alternative to the Degree-2 and Degree-1
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theories will be presented: Degree-0, put forward by Lightfoot (1989, 1991), according 
to which everything can be leamed from unembedded domains. Children do not seem to 
need access to complex structures in order to reach the correct generalisations.

2.5 Questions about language acquisition which ST cannot answer
TheST 
model was 
not restric
tive enough 
in temis of 
the nile 
syslem.

In spițe o f the fact that the ST model (in particular the program set forth in 
Aspects o f  the Theory o f  Syntax) emphasised the central role o f language acquisition in 
linguistic inquiry, it could not offer a satisfactory account of the process o f acquisition. 
What should be stressed once again is that the model needed changing, among other 
things, because it could not deal in a satisfactory way with leamability phenomena.

The grammatical theory proposed by ST was not restrictive enough in terms of 
the range o f grammatical rules which werc allowed. Hence, the need to add constraints 
on rules" in order to provide an appropriate leamability theory (see Wexler and 
Culicovcr 1980, for example). The model offered too many types o f transformation, 
whose ordering was (often) not available from the relatively impoverished and deficient 
input. This made it difficult to explain how the child could choose one particular 
grammar rather than another.12 For example, the Passive Transformation Rule, 
formulated as in (11), raises several questions. How could a child detect, on the basis of 
the input, i.e. of surface strings (as in Wexler and Culicover’s model) or surface 
structured Information (as in Morgan’s leamability model) the number o f movements the 
transformation implied or the order in which the movements must apply: move first the 
two NPs (fiom position 5 to position 2, and from 2 to 7), insert be and -en  and then 
insert by in front of the NP which has moved to the right?

11 Sec Braine (1971) or Baker (1979) for comments on the disadvantage and inappropriatcncss of 
resoning to rcstrictions into the statement of rules.

12 ‘In esscncc, the problem is that there are too many rule systems. Therefore, it is hard to explain how 
children unncrringly select one such system rather than another" (Chomsky 1987:15). ‘Virtually any imaginable 
rule can be dcscribcd in transformational tenns. Therefore a criticai problem in making trnsformational grammar 
a substantive theory with explanatory forcc is to rcstrict the category of admissible phrase markers, admissiblc 
transformations. and admissible derivations.’ (Chomskv 1972:124).

(11) X -  NP -  A U X - V - N P -  Y - t y - Z 
1 2 3 4 5 6 7 8 ------- ►
1 5 3+be 4+en 0  <-6 by+2 8

The ST model also resorted to an evaluation measure (whose exact nature was left 
unspecified) which was designed to impose a ranking of the members of the set of possible 
grammars, i.e. to reduce the hypothesis space. However, the concept o f evaluation measure 
was not only a sort of idealisation needed to account for the fact that, in the end, the child 
chooscs one particular grammar, i.e. the one which is consistent with the input he/she has 
reccived, but it also heavily relied on the assumption that the child, given the LPD and UG, 
has to choose out of a set of candidate grammars. Within the Principles and Parameters (PP) 
model, wherc UG is constraincd in such a way that the set of possible grammars is reduced, at 
all stages, the evaluation metric has been abandoned.

Questions about the role of the evaluation metric have also come from the 
domain of language change: I f  the dala and the associated structural description to 
which the child is exposed correspond fa irly  closely to the grammatical capacity o f  some 
older individual, one would expect the child's evaluation metric to select the same 
grammar as that o f  older individual's (Lightfoot 1997). However, languages are not 
stable. If  children acquirc language without error (in the end), how does language change 
occur? What would the role of the evaluation metric be in this respect?

11 is also worth mentioning at this point that the ST model does not say anything 
about conceptual learning, the arguments focussing exclusively on the leaming o f syntax. 
That triggered a lot of misunderstanding as well as criticism which targeted an area about 
which the model did not actually say anything.
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3. Principles and Parameters Theory

3.1 The model and its implicalions for the study o f acquisition

Much contemporary research in the acquisition of syntax has been canied within 
the framework provided by the theory which was first known as the Theory of 
Government and Binding (GB) (Chomsky 1981). As one of the main shortcomings of the 
ST approach resided in its failing to offer a theory of UG sufficiently constrained in the 
options it permitted and sufficiently devoid of stipulations that did not follow from 
general principles, which implied also failing to account for the fact that grammars can 
develop in spițe of the limited input, the goal of the new approach was to provide a 
theory of grammar which should be able to meet both the descriptive adequacy and the 
explanatory adequacy conditions. Its descriptive statements fall into two categories: 
language-invariant and language-particular. The language-invariant statements are 
fundamental principles which can restrict the class of possible grammars and also 
constrain their form. From the perspective of acquisition, that meant reducing the 
searching space significantly. Also, with a general system of principles replacing the 
construction-particular rules which contained arbitrarily ordered operations, the model 
can better account for the acquisition process. The language-invariant statements also 
contain parameters, whose value is fixed by expcriencc. The particular values which 
parameters have represent the language-particular statements and they account for cross- 
linguistic variation. The model assumes that UG provides a finite array of parameters 
with a finite number of available values, possibly only two.

As government and binding represent just two of the concepts assumed in the 
theory, and as the theory actually focuses on the interplay between the principles and the 
parameters provided by UG, the name of Principles and Parameters Theory (P&P), 
which captures the core of the model in a more accurate way, replaced that of GB.

This is not the place for a detailed presentation of the model13. P&P developed 
over more than a decade, with far-reaching ideas being pursued in many areas of 
linguistic theory, language acquisition included. I will only focus on the core ideas, 
trying to point out in what way the new model overcomes the shortcomings of ST. 
Needless to say, the emphasis will be on the consequcnces for the study of the 
acquisition process.

11 For a detailed presentation of the theory, the reader will benefit from consultation of Lasnik and
Uriagercka (1988), Hacgcman (1991/1994), Chapter 1 in Chomsky (1995) or CorniJeseu (1995).

14 One thing which should be made clcar from the very beginning is that organisation of grțimmar 
within a P&P approach actually mcans UG. The concepts of ‘grammar’ and UG refer to two different Systems: 
UG is an element of biologica! endowmcnt and it charactcriscs the child’s pre-linguistic inițial state. ‘Grammar’ 
is a certam system of knowlcdge, acquired on the basis of experience via UG. i c. it represents expcriencc filtercd 
'mediated by UG. A particular grammar results from the process of fixing values to parameters.

The overall organisation of grammar14 within a P&P approach is the one 
given in (12) below:

(12) LEXICON

D-STRUCTURE

«----------  T-COMPONENT

S-STRUCTURE^

PF levcl LF level
PF-REPRESENTAT1ONS LF-REPRESENTATIONS

Within a P&P 
model, UG is 
defined as 
consisting of 
general 
principles and 
a set of 
parameters 
whose value 
is fixed by 
experience.

The searching 
space is 
reduced: the 
principles 
restrict the set 
of possible 
grammars and 
constrain their 
form.
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The base consists o f a lexicon (which is, just as its ST predecessor, a repository 
o f idiosyncratic Information about particular items) and a categorial component.

The categorial component within a ST approach contained context-free phrase- 
structure rules. But they could not capture the generalisation that syntactic categories 
have similar structure. Moreover, from the perspective o f acquisition, postulating these 
rewriting rules in the base could not theoretically prevent the child from having to 
analyse strings of the type in (13) in his/her searching space, since nothing in UG 
excluded such rules:

(13) a. VP - > V - V - V
b. PP -4  P -  P -  P

Lexical and 
funcțional 
categories 
project 
according to 
X-bar 
schema, part 
ofUG.

O f course, we can always assume that such rules do exist in the hypothcsis space 
and that it is pan of the child's task in the acquisition process to discard thcm and choose 
the 'right' ones in the end. However, that would mean placing a heavy burden on the young 
learner; the acquisition process would slow down in a significant way. The P&P categorial 
component contains rules that meet the requiremcnts o f X-bar theory according to which all 
phrases are headed by a lexical or funcțional head, they are endocentric. The head 
represents a zero projection (X“) and the general format for phrase structure is the one in 
(14) below:

(14) X" -4  Spec -  X’
X' ->  X °-(Y P )

The format in (14) captures what is common for the different types o f phrases (VP, 
NP, AP or 1P15, DP, etc.), providing a universal schema for phrase structure. It is part of 
UG. It is essential to point out that lexical (or open class elements) (15) and funcțional 
categories (belonging to closed classes)16 (16) project according to the same format:

15 1P = Inflectional Phrase; Inflection is an umbrella term for funcțional heads such as Tense and 
Agreemcnt (Pollock 1989) or, within more recent studios, for all the funcțional projections of VP (Tense, 
Agreement Object. Agreemcnt Subject, Aspect and Mood) and it represents the core of the scntcnce, being 
responsiblc for the relation between the subject and the predicate.

"’ For more on the properties of funcțional categories see Abney (1987), Grimshaw (1991), Avram 
(1994) or Cornilescu (1995).

(15)

Spec

(16)

Both lexical (verbs, nouns or prepositions, for example) and funcțional categories 
(such as Tense, Agreemcnt or Aspect) can be the head of a phrasal category (in 15 above V , a 
lexical category, is the head of VP and in 16 Inflection -  1°, a funcțional category, is the head 
of IP). taking a complement and a specifier. For example, V, the head of the phrasal 
projection VP, takcs a determiner phrase (DP) as its complement, whereas the Specifier 
position is assumed to be the base position of the subjcct DP:

56

https://biblioteca-digitala.ro / https://unibuc.ro



(17) VP

Spec V’

V° DP

John reads linguistics

Now, the child will no longer have to discard rules like the ones in (13) for the 
mere reason that such rules are not possible in the given (X-bar) system provided by 
UG. There is one single available format for both lexical and funcțional material.

■ The lexicon contains relevant information about items, be they substantive or 
funcțional. Each entry will contain only idiosyncratic information, i.e. information which 
is not already provided by UG or which cannot straightforwardly follow from UG. Thus, 
a typical entry consists of information about the phonological matrix, about categorial 
status (whether the entry is + N or + V, for example) as well as phi-features (number, 
gender, person, and Case). Let us sce how this works in order to understand its 
implications for the acquisition process. Consider a verb like 'read'. In the lexicon, ’read' 
comcs together with information about its phonological form, a specification about its 
syntactic category (it is +V, -N) and with information about its notional (or thematic) 
structure, i.e. information that it takes an Agent, the reader, and a Patient, the object 
which is being read:

(18) read V: Agent, Patient -

The association between these notional arguments and argument positions in syntax 
seems to be largely predictable (thematic properties ‘specify’ the argument structure) and will 
not be stated in the lexicon. The representation in (18) is then projected to D-Structure:

(19) N P lre a d N P 2

The relation between the lexicon and D-structurc is a principled one: the 
information in the lexicon is projected to all the levels: D-Structure, S-Structure and LF. 
The subcategorisation properties o f lexical items must be observed at each syntactic 
levcl. This is the so-called Projection Principie, which prevents, among other things, 
strings of the type in (13). Nolice that the representations at the level o f D-Structure (an 
internai interface level where lexical properties are expressed in a form accessible to the 
computațional system) are determined by the Projection Principie and not independently 
gencrated by phrase-structure rules17, as in ST, which become redundant within this 
model. Both subcategorisation and selecționai restrictions follow now from theta-role 
specification and from thematic properties. The semantic features o f an argument are 
required to be compatible with those of the theta-role associatcd with it. The D-Structurc 
representations are the projection of the information stored in the lexicon, i.e. the 
projection of lexical properties. The thematic positions are saturated at this level. The 
Projection Principie and the X-bar format are given by UG. The child has to learn the 
idiosyncratic properties of lexical items. Chomsky (1981) did not specifically address the 
question o f how cxactly children learn these properties. But the suggestion is that 
knowledgc of subcategorisation properties determines knowledge o f the syntactic 
properties of that specific item. For example, an English speaking child must discover 
the subcategorisation features of read, one aspect of learning its meaning. Given this 
knowledge, the properties of the syntactic structures in which read appears are 
determined by the Projection Principie, which means that they do not have to be learned

The lexicon 
contains lexical 
and funcțional 
items. Each 
entry contains 
idiosyncratic 
information 
about the 
phonological 
matrix, 
categorial 
status and phi- 
features of the 
particular item.

The relation 
between the 
lexicon and 
D-Structure is 
governed by 
the Projection 
Principie.

1 For a discussion on whether phrase structure rules are/are not necessary within GB sce Lasnik and 
Uriagereka (19X8), pp. 2-5.
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independently. Similarly, knowledge o f the lexical properties o f an item will lead to 
knowledge o f its LF representation. The implications o f this view, according to which 
subcategorisation frames are derivative from notional properties, are far from trivial and 
they have far-reaching consequenccs especially for the study o f lexical development.

The most radical consequence would be to assume that once the child knows the 
semantic properties o f a word, he/she would also be able to cope with the syntactic frame 
o f that particular word. Another non-trivial consequence o f this line o f reasoning is that 
semantic primitives, o f the type Agent, Patient, etc. can be applied by the learner in 
his/hcr pre-linguistic analysis of the input, whereas notions such as NP, VP are derived. 
The former would meet, on such a view, the condition of epistemological priority, 
reprcsenting the basis for linguistic development. From the perspective of acquisition, 
this view raises at least one important question: how does the child know that an element 
in a sentence is an Agent or a Patient before having any knowledge o f syntax? For 
acquisition to be possible, it may be the case that both information about the thematic 
structure and about the argument structure are available in the input at the same time 
(Chomsky 1995). However, notions such as ‘Agent’ belong to the conceptual 
compartment whereas argument structure belongs to the computațional compartment.

D-Structure is no longer the feeder of information to the semantic component, as in 
the ST model. Surface structure, associated with the externai interface LF, bccomes crucial 
for semantic interpretation: the semantics can bc rcad off surface strings. This creates a 
tcnsion between the assumption that thematic information detcrmincs argument structure 
and the view that semantic information is accessible via surface structures. In the domain of

D-Structure 
representa- 
ttons are 
mapped to 
S-Structure 
via a basic 
operation 
Move a  .

Move a 
always has 
the same 
formal and ils 
application is 
constrained 
by general 
principlcs. 
The child’s 
lask is thus 
casier.

lexical development, the consequence of this tension is reflected in the by now classical 
debate over ‘what comes first: syntax or semantics?’

The D-Structure representations arc mapped to S-Structure by. rules o f the 
transformational (T) component and then they ‘branch’ to PF and LF. Recall that within 
a ST approach there were too many construction-specific rules, such as Passive, Question 
Formation, Dative-Shift, a.s.o. The acquisition task was rendered extremely difficult not 
only because there were too many transformation rules which the child was supposed to 
acquire but also because these rules were decomposcd into more elementary operations 
which were said to apply in an order which was often an arbitrary one and which was not 
given by the input. Within a P&P approach, the transformational component consists of 
one single basic operation Move a , where a  is arbitrary. Deletion and insertion are also 
operations of this component.

Move a  is a general rule, which says that anything can be moved, leaving behind a 
trace, co-indexed with the moved clement. The application of Move a  is constrained 
by conditions imposed by general principles, which are applied to construct or license 
derivations in order to prevent the rule from producing a wide range of S-structures.18 
The child is no longer supposed to leam a lot of transformation rules, each with its own more 
elementary operations. Move a  always has the same format. The trace which it leaves behind 
represents an empty category, i.e. one that lacks a phonological matrix, but which is relevant for 
the operations of the computațional systcm1’

The sub-components of the rulc system, i.e. the lexicon, the syntax, the 
PF-componcnt and the LF-component, interact with the principles of UG which arc 
operative in all or many of the intcracting modulcs of grammar which license different 
types of information at different stages of the derivational proccss: (i) governmcnt thcory;

IH Just like in the case of d-structures fwhich should not be mistaken for the deep stnictures within 
the ST approach;, S-Structure is not the P&P equivalent of the ST surface structure. Recall that in ST the 
input to the semantic component was deep structure. The surface structures were not linked to semantic 
interpretation. In the schema given in (6) one can casily notice that within a P&P approach S-Structurc 
provides input to LF.

19 For an cxample of how such a trace may work and of how children deal with traces very early, 
sec the discussion on wunna  constructions in Chaptcr 1.
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(ii) binding theory; (iii) theta-theory; (iv) bounding theory; (v) Case theory; (vi) Control 
theory. The properties of languages are derived from the interaction of the sub-systems of 
the rule system and the sub-systems of principles.

The LAD is assumed to provide a set of universal principles (i.e. a fixed network) 
and a set of parameters20 (a switch box) whose value will be fixed on the basis of input:

(20) INPUT > PRINCIPLES and 
(unset) PARAMETERS

* OUTPUT

The principles provided by UG reduce the hypothesis scarch in a significant way. 
Acquisition of the computațional system reduces to the process of fixing the parameters 
of the inițial state. The task of setting the correct value for parameters is made easicr, 
since certain forms or configurations are simply impossiblc given the system of 
principles of UG. The primary task of the child is to set values to parameters.

Within such an approach, language acquisition is dcfincd as ‘the acquisition 
of lexical items, fixing of parameters, and perhaps maturation of principles’ (Chomsky 
1995:28). The question is what the exact nature of ‘fixing of parameters’ is, what in 
the input can license parameter setting. What is the role which maturation plays in 
the process?

Parameters are mainly associated with funcțional categories, such as 
Determiners or Tense, which represcnt the locus of language variation. If UG provides 
the general principles, one may assumc that the child has to learn only what is languagc- 
specific, i.e. the values associated with funcțional categories. Recall that funcțional 
categories project just like lexical categories. An element is assumed to come from the 
lexicon in its ‘bare’ form and then, via head-to-head movemcnt, moves to the funcțional 
categories in its extended projection in order to get its inflection (see, for example, 49). 
This view allowed building-structure accounts of syntactic development (Lebeaux 1988, 
Radford 1990, among others), according to which the child’s phrase marker ‘grows’ as 
the child sets the right values for the parameters associated with funcțional categories.

Language 
acquisition 
= the acqui
sition of 
lexical items 
and fixing 
the value of 
the parame
ters of the 
inițial state.

3.2 Setting parameter values

3.2.1 The Problem

Reducing the task of acquisition to the search for the correct parameter values 
also meant reducing the search space. However, various questions were raised with 
respect to the nature of the process of parameter setting:

(i) in what order does the young learner consider the values of a given 
parameter?

(ii) does UG provide an inițial set of parameter values?
(iii) does the child fix the correct value from the very beginning or does he/she 

reset the parameter on the basis of positive data?
(iv) is the process of parameter fixation best defined as hypothesis formation 

and testing or as triggcring?
(v) what element(s) in the input can count as triggers for parameter setting ?

Let us address these questions and discuss some of the answers that the literature 
can offer at the moment.

!" The parameters may have both settings (+/-) available (Valian 1990, Fodor 1998 a.o.) or they 
may be available with a default setting (Hyams 1986).
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3.2.2 Possible answers

3.2.2.1 Markedness andparameter fixation

The proccss 
ol parameter 
fixation may 
be linked lo 
markedness.

The answer to question (i) may rely on the notion of markedness, which has been 
analysed as playing the part of an evaluation metric in the process of parameter fixation. One 
possible answer along this line is the onc provided by the so-called Subset Principie, versions of 
which have been proposed by Baker (1979), Berwick (1985), Manzini and Wexler (1987), 
Wexlcr and Manzini (1987), Wexler (1993). In what follows I will only refer to this principie in 
the form in which it was formulated by Manzini and Wexler.

Their argument has been developed in relation to binding domains and it relies 
mainly on the analysis of the interpretation of reflexive pronouns. Languages differ with 
respect to the constraints imposed on the co-indexation o f reflexive pronouns with their 
antecedents. In languages like English, for example, a reflexive pronoun can only have 
an antecedent in the same clause. 'Himself can be co-indexed with 'John', in (21a), since 
they are both in the same clause. But in (21b), 'him self can no longer be co-indexed with 
'John', since 'John' is in a higher clause:

(21) a. John, admires himself.
b. *Johni believes [that Bill admires him self ].

In other languages, such as Japanese or Korean, reflexive pronouns can be co- 
indexed with an antecedent that is either in the same clause or in the higher clause, 
provided the reflexive and its antecedent are in the same scntence. Thus, Principie A of 
Binding Theory (formulated in 22) can be parameterised, with valucs (a) and (b) in (23) 
as possible options:

(22) Principie A:
An anaphor must be bound in its goveming category.

(23) The goveming category may be:
a. the smallest clause which contains the anaphor (the reflexive pronoun)
b. the sentence containing the anaphor (the reflexive pronoun).

One main assumption is that each parameter has to observe the so-called Subset 
Condition:

(24) For every given parameter and every two given values o f it, the 
languages defined by the values o f the parameter are one a subset o f the 
other. (Wexler and Manzini 1987:60)

The ordering of 
parameter 
fixation must 
observe the 
Subset Piin- 
eiple: choose 
the most 
restrictive value 
of the 
parameter 
which is con
sistent with the 
positive data.

This set inclusion is regarded as determining the ordering o f the two valucs and 
hence the ordering o f parameter fixation: the child will begin with that value which 
allows the smallest range o f structures and, on the basis o f experience, he/she will then 
opt for that value which allows for a wider range of constructions. This is the so-called 
Subset Principie which could be formulated in simple terms as in (25):

(25) If every structure that is grammatical under A is also grammatical under 
B, then choose option A if  it is consistent with the input. (Wexlcr 
1993:217)

Let us go back to Principie A and see how the principie works. The child acquiring 
English will come across sentcnces like the ones in (26), where the reflexive pronoun can be 
co-indexed with an NP which is oncc in the smallest clause (26a) and once in a complex 
sentence (26b):

(26) a. John admires himself
b. 7 think John admires himself.
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Recall that the Subset Principie says that the LAD must choose the most restrictive 
value of the parameter, provided it is consistent with the positive data which the child has 
received. Hence, the child will choose option (a), according to which the reflexive pronoun 
is co-indcxed with its antecedent in the smallest clause. This choice allows for a more 
restrictive range of constructions. In this way, choosing the value which permits a wider 
range of constructions is disallowed. From the point of view of learnability, there will be no 
need for correction. If  the child chose the value consistent with the wider range of 
constructions, there would be no way to ever retrcat to the corrcct value, since the positive 
data providc sentences which are consistent with both options.

It is important to point out that the Subset Principie is viewed as an independent 
principie, part of a leaming module which interacts with UG. The non-trivial implication is 
that the child resorts to an explicit leaming procedure and that acquisition theory needs 
more than linguistic theory (vs. the view advanced by Hyams 1986). The second 
implication of this view of parameter setting is that markedness plays an important part in 
the ordcring o f parameter values: parameter fixation starts with the unmarked value and 
then, on the basis of positive data, moves to the marked one.21

21 The idea that markedness is a sort of cvaluation measurc is explicit. Sce for example the defmilion 
of the Subset Principie in Wexler (1993:219):

Subset Principie (Relativized Statement): Supposc that principie X allows for 2 values, i and j, of a 
parameter P. Suppose furthermore that for all derivations D, if D(j) violates X, then D(i) violates X. Then value i 
of parameter P is unmarked with respect to value j.

A criticai look at the set-theoretical approach o f Wexler and Manzini will reveal 
that it is not without problems. Saleemi (1992) qualifies it as ‘far too deterministic to be 
psychologically convincing and too conservative to be applicable to a wide range of 
parameters’ (p.76).

Gair (1988) points out that assuming that there arc marked and unmarked 
parameters which determine core grammar can have far reaching implications for 
language acquisition and language change: (i) languages can be ranged along a scale o f 
markedness, according to the number of marked/unm’arked parameters which determine 
their core grammar; (ii) one would expect marked languages to move towards 
unmarkedness and marked languages to be more stable (fact which has not been borne 
out by empirical data); (iii) some languages ( the ‘unmarked’ ones) can be acquircd 
faster than others, since the unmarked values are set First.

Recall that the Subset Principie relies on the Subset Condition. But it is not at all clear 
that all parameters observe the Subset Condition. Take for example the head-complement 
order parameter. The two values o f this parameter are (a) and (b) below:

(27) a. the head precedes the complement (i.e. head-initial) 
b. the complement precedes the head (i.e. head-final)

Boih (a) and (b) are cqually restrictive, neither of them is a subset o f the other. In 
this casc, the Subset Principie cannot apply. Obviously, as O'Grady (1997:284-285) 
points out, ‘this need not create a learnability problem (since an incorrcct setting would 
quickly run up against counterexamples in cxpcrience), but it does suggest that the 
parametric options pcrmitted by UG are not all o f the same type’.

Another parameter which questions the Subset Principie is the so-called nuli 
subject or pro-drop parameter which can have two values:

(28) a. nuli subjccts arc allowed.
b. nuli subjccts are not allowed.

Languages like Romanian, Italian or Spanish will select value (a) which allows 
lor a wider range of constructions (i.e. for both structures with nuli subjccts and 
structures with overt subjects) whercas languages like English select value (b). With 
value b bcing more restrictive, according to the Subset Principie the child acquiring

The Subset 
Principie is 
an indepen
dent prin
cipie, part 
of a leaming 
module 
which 
interacts 
with UG.
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English should never use nuli subject sentences, since he/she should first opt for the b 
value o f this parameter which is also the conect value for the target language. But 
empirical data from child English show that children choose value (a) first.

3.2.2.2 Parameters have a preset value

Parameters 
have one 
value set prior 
to experience 
with a given 
language. The 
child has to 
reset this 
value on the 
basis of 
positive data.

Another possible answer with respect to the ordering o f parameter fîxation is the 
one provided by Hyams (1986). Markedness is no longer considered an evaluation device 
whose task is to determine which parameter value is the non-marked one and hence the 
prioritics in the process of parameter setting. Hyams's theory is based on the analysis of 
nuli subjects in child English. The main pillar of her evidence is that children acquiring 
English use nuli subjects where adults would require an overt one. One possibility ot 
accounting for why children choose this value first is to assume that actually one value of the 
nuli subject parameter is given by UG ‘in advance of experience with a given language’ 
(Hyams 1986:8); the task of the child will be to ‘reset’ the parameter according to the input 
which he/she receives. Thus, the English child will use nuli subject sentences in the bcginning, 
since this value is given by UG, it is the inițial value of the parameter. Then, bccause of the 
input he/she is exposed to, the child will ‘reset’ the parameter and choose the value which is 
consistent with the target language.

As we are going to see in 4.3., where various analyses o f nuli subject sentences in 
child language will be considered, Hyams's solution is not the only one and it is not one 
without problcms. From the point o f view of the study of acquisition, one should point out 
that her approach docs not resort to any other theory besides the linguistic one in order to 
account for parameter fixation. Recall that the approach put forward by Wcxler and 
Manzini resorted to a learning module which interacted with UG. Within the approach put 
forward by Hyams the inițial value of the parameter is given by UG, the child does not 
have to search for the less marked value. The various possible values o f a parameter are 
fixed in a prescribed order. No learning module is necessary; linguistic theory can also be 
viewed as a theory of language development.

Among the problems which such an approach faces22 one could mention the one 
linked to the notion o f ‘resctting’23. Allowing for one value to be chosen first and 
‘corrected’ later may lead to learnability problems. If  we adopt the view that ‘there may 
also be specific principles of markedness relating various parameters, which need not 
and may not be fully independent’ (Chomsky 1986:146), fixing one parameter for one 
particular value may trigger fixation of other parameters in a\ way which is consistent 
with the combinatorial possibilitics. Once certain parameters have been set, it might be 
impossible for the child to retreat from certain choices, because the PLD will not provide 
sufficient data for correction. Even when the child has already ‘reset’ the value o f the 
first parameter, for which there is positive data that lead to correction, for some other 
parameters, which have been set as a consequence o f the fixation o f the first parameter in 
the ‘flow’, there might be no way back. Obviously, this view relics on the assumption 
that parameters are not fully independent from one another.

3.2.23 Parameter setting as a triggeringprocess

Parameter 
setting is 
determini Stic 
and automatic.

We have seen that the process of language acquisition reduces, to a large extent, 
to the setting of parameters, the ‘switchcs’ which can be (autom atically) fixed by 
experience. The idea o f language acquisition as parameter setting has been taken to 
solve the tradițional hypothesis-testing models in that the setting process is simple and

22 Sce, among many others, Saleemi (1992) (Chapter 5) or O'Grady (1997) (Chapter 5).
21 For arguments against rcsetling of parameters sce, among others, Platzack (1996).
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mechanical and hence can be more uniform across leamers. A brief and clear explanation 
of what the automatic flipping o f parameter switches on the basis o f relevant input could 
be is the one in Fodor (1999: 366):

What this means, presumably, is that some immediately accessible 
property o f  a word sequence is detected by the learning mechanism, and causes 
a change in the grammar without there being any intervening computation o f 
consequences or evaluation ofaltem atives.

The advantages of such an account are obvious: no thinking proccss is required, no 
rules or generalisations necd to be detected, no understanding o f the relationship between 
grammars and the languages they generate is necessary. Evidence does not need weighing. 
The process is cxtremcly simple, mechanical and, consequently, it can explain why learning is 
fast and uniform.

Howevcr, this view is not without problems. Very often the term o f hypothesis or 
hypothesis formation is still present in studies of language acquisition which adopt the 
principles and parameters model24. The main idea behind the switch-setting metaphor is the 
fact that a model o f language acquisition should be able to account for the ease with which 
the child acquires language in the absence of instruction; that acquisition is something that 
‘happens’ to the child, not ‘something that the child does’. Hypothesis formation or 
hypothesis testing refers to a differcnt type or style of learning25 which is neither 
deterministic nor automatic in the way in which parameter setting is assumed to be.

24 See, for example, the following fragment from Chomsky (1986: 55): In Hght o f  the facts o f 
language acquisition, the basic problem is to construi t UC so that the class o f  admissible hypotheses is 
small, perhaps single-niembered.

2'  For a differcnt point of view, according to which parameter setting is defined as hypothesis testing, 
see Goodluck (1991).

‘6 This does not imply that one and the same language should choose one single value as a possible 
option. Chomsky (1992) speculates that Arabic may have both -tstrong and + weak Tense. If this is tnie, then this 
learnability story might need revisiling.

2 ' Fodor (1978)(citcd in Goodluck 1991) points out that there is a clear difference between triggering 
and learning. Learning is defined as an extemally occasioned changc in epistemic state whcrc there is a relation 
of content between the leamer’s representation of the extemally occasioning event and the change in epistemic 
state (for example, if one observes tokens of red London buses one comes to belicve that London buses are red; 
also if one is told that London buses are red one will come to bclieve that London buses arc red). Triggering is an 
extemally occasioned change in epistemic state where there is an arbitrary relationship between the 
representation of the externai event and the change in epistemic state (for example, aficr rcceiving a blow on the 
head. one might come to bclieve that he/she is the quecn of Dcnmark).

2’ As will be shown in 3.3.3, the learning model of Gibson and Wexler (1994) assumes a different 
view: the learning systcm randomly chooses one value on the basis of the input and relies on its possibility to 
correct the value later.

A second important problem is related to the fact that parameters are not always 
evident in the input. Some sentences may be ambiguous with respect to parameter 
value(s), at first sight they can bc licensed by more than one combination o f parameter 
values (Fodor 1999).

Also, if  one assumes the possibility of parameter re-setting, i.e. that parameter 
fixation is not a once-and-for-all deterministic fact, at least in some modules, then one 
must also assume that the child adopts and rejects hypotheses with regard to the 
appropriate value o f the respective parameter. Thus, if  a deterministic approach is to be 
adopted, the hypothesis o f resetting parameters is no longer tenable.

The P&P approach tried to reduce the searching space such that parameters 
could be switched to one of the (probably) two possible values26. Tire space is further 
limited by the fact that setting one particular value to one particular parameter may 
automatically trigger setting one particular value to a cluster o f other parameters. 
Parameter fixation can be deftned as a ‘triggering’27 process, during which the learner 
can set the value of each parameter possibly only once.2K
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Degree-0 
Learnability: 
in order lo set 
parameters, 
the child has 
to look for 
cues in 
unembedded 
binding 
domains.

If one accepts this line of reasoning, the next problem that needs solving is 
related to what exactly in the input which the child receives can count as a ‘trigger’: a 
whole scntence, as argued in Gibson and Wexler (1994) or a subpart o f a sentence, as 
argued in Lightfoot (1991, 1998) and Fodor (1998)?

Given the fact that triggering is automatic, the second important qucstion addresses 
the possibility of mis-triggering and, consequently, of re-setting of parameter values. Can mis- 
triggering be avoided? If it cannot be avoided, what does the leamer do in order to get rid of a 
‘wrong’ setting? Within Gibson and Wexler’s learnability model, mis-triggering is allowed: 
the child may mis-set a parameter and then, on the basis of the PLD, he/she will change the 
value previously associated with that particular parameter if a certain sentence in the input 
cannot be syntactically analysed with that particular value. With Fodor (1998), the child can 
set the parameter value only oncc.

Let us consider threc learning models relying on a P&P approach to 
the computațional system and sce what possiblc answers one might provide to the 
above qucstions.

3.3 P&P and Learnability

3.3.1 Cue-based acquisition and degree-0 learnability

While ST led to learning models which proposed that children could acquire 
language on the basis of complex input, the P&P model provided the framework for a 
theory o f learnability whose main idea is that parameters are set by structurally simple 
data, defined as unembedded binding domains. Hence the name of Degree-0 Learnability 
(i.e. 0 levcls of embedding) (Lightfoot 1989, 1991, 1994). The task o f the learner is, 
within this model, ‘to scan the linguistic environment for cues only in simple syntactic 
domains’ (Lightfoot 1999:139) where ‘cues’ are defined as ‘some kind of structure, an 
element of I-language’ (Lightfoot 1999: 139). During the acquisition process the child 
looks for abstract structures. For example, a cue-based learner o f English can set the 
Specifier-hcad parameter on exposure to the phrase John ’s hat (where John ’s occurs in 
the Specifier position, preceding the hcad of the DP, hat, when he/she has a parțial 
analysis of the input form as separate words. The learner is assumed to look for such 
cues only inside structurally simple domains. Let us see then what counts as a 
structurally simple domain. The hypothesis of degree-0 learnability builds on the 
assumption that an elemcnt's binding domain is the first CP which contains an accessible 
SUBIECT39 and that ‘a degrec-0 learner sets parameters on the basis o f data not from 
embedded clauses, which would obviously be too restrictive, but from unembedded 
binding domains’ (Lightfoot 1994:458). Parameters are set on the basis o f data from 
matrix clauses plus the so-called ‘connection points’ (i.e. elements which play a part in 
selecționai restrictions, in subcategorisation frames or in linking time reference) with 
embedded clauses:

(29) [CP SPEC C [(NP) I...]]

Lightfoot's hypothesis capturcs the distinction which Emonds (1976) drew between 
root and strucrurc-prcserving transformations or Ross’s (1973) Penthouse Principie, which 
said that operations in embedded clauses represent some subset of operations in matrix 
clauses. In terms of learnability, this insight translates into the hypothesis that if parameters 
can be set on the basis of the data provided by unembedded binding domains, then whatever 
affecls embedded domains is a by-product of what affects matrix domains, i.e. the LAD 
requires only main clauses in the input.

29 An accessible SUBJECT for an element is defined as the AGR of finite clauses or the first 
c-commanding NP with which that element can be co-indexcd without violating any grammatica) principles.
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Lct us now examine how degree-0 works. Rizzi (1982) argued that one of the 
parameters which distinguish between languages like Italian, on the one hand, and 
languages like English, on the other hand, is that in English NP and IP can be bounding 
nodes whereas in Italian the bounding nodes30 can be NP and CP. This diffcrence could 
account for why the Italian sentence (30) is correct (a cui can move across two instances 
of IP because IP is not a bounding node in Italian) whereas its English counterpart (31) is 
incorrect (IP is a bounding node in English):

(30) Tuo fratello^ [a cuij [IP mi domando [CP che sloriej [|P abbiamo raccontato 
cj c i]]]]> e r a  molto preoccupato.

(31) *Your brothei^ [to whom [1P I wonder [CP which storieSj [IP they told ê  
e J]]] w a s  v e ry  troubled.

According to such an analysis, the child would need access to degree-2 data in 
order to set this parameter. However, Lightfoot (1989, 1991) argues that the parameter 
can be flxcd on the basis of simple triggers. A sentence like (32) can provide evidence 
that IP is not a bounding node for Italian:

(32) Net ho visti [)P [NP molti ei ] corregli incontro] 
of them (1) saw many run towards him

Ne has moved over NP and IP in a monoclausal structure. The child acquiring 
Italian can learn that IP is not a bounding node in his/her target language only on the 
basis of simple data, i.e. from unembedded sentences.

Thus, the child can look for cues in simple, Degree-0 domains. But what kind of 
structure available in such simple domains can count as a cue?

Lightfoot provides an example from the domain of V2. In V2 languages, such 
as German, Swedish, Danish or Norwegian, the finite verb in the matrix must always 
occur in second position, whereas the first position is occupied by an arbitrary 
constituent of type XP:

(33) [Piinktlich, korrekt und logisch] sind die Deutschen.
Punctual, correct and logical are the Germans

(34) [Einige Dinge] findet sie auchpositiv.
Some things finds she also positive

(35) [Sm] arbeitete als Lehrerin.
She worked as teacher

(36) [Hier] kann man Rad fahren.
Here can one bicycle ride-lNF

(37) [Aufter der Bibel] hat sie in ihrem Leben kaum etwas gelesen.
Exccpt for the Bible has she in her life hardly else read

As can bc secn in the German examples above, the finite verb is always prcceded 
by an XP constituent: AP in (33), DP-direct object in (34), DP-subjcct in (35), AdvP in 
(36) or PP in (37). The finite verb moves to Infl and then to Comp, and the Spccificr 
position of CP hosts an XP constituent:

’" A bounding node is a constituent (IP, CP or NP) which represents a boundary for movement. The 
bounding nodes are subjecl to parametric variation. The Subjaccncy condition States that movement cannot 
cross more than one bounding node.
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(38)

Whenever the Specificr is lexically filled, the finite verb must move to Comp or 
else the sentence is ungrammatical:

(39) * Hier man kann Radfahren.
Here one can bicycle ride

How does a child acquiring a V2 language realise that the target language is 
V2, i.e. that the finite verb in the matrix must always occur in second position? What 
exactly in the input triggers the correct setting o f the V2 parameter? Within a cue- 
based learnability model, what the child needs to learn is that matrix clauses begin 
with an arbitrary XP and UG provides the rest of the Information: lexical material in 
the Spec of CP must be licensed by a lexically filled Comp (Lightfoot 1991,1999). The 
cue is the abstract structure given in (40) below:

(40) SpecCP [XP]

The cue must be robust, in the sense that it should pass on clcar Information with 
respect to the position to which the verb must move. If  the XP in the cue is a DP-subject, 
the cue will not be robust: in this case, there is no clear evidence that the verb must move to 
Comp, since the DP-subjcct could also land in Spec of Infl with the finite verb occupying 
Infl. The input should provide a reasonable number o f utterances with inițial non-subjects 
XPs so that the cue might meet the critcrion of robustness.

The child’s task is to look for such cues in simple syntactic domains: children’s 
linguistic development results from their finding certain abstract structures in their chaotic 
environment, in much the same way that the development o f  their visual System residts from 
exposure to very specific, abstract, visual stimuli like edges and horizontal lines. This is pretty 
much what one would expect o f  selective leaming quite generally. (Lightfoot 1999:19). Data 
from the acquisition of V2J1 seem to support the view that children seek for cues in simple 
domains: Dutch and German children know that the verb can occur in sentence final position 
before they know how to use embcddcd clauses.

Lightfoot provides further arguments in favour of his hypothcsis from the area of 
language change and from the domain of creole languages, showing in what way his 
learnability model can also account for the change and development of languages. A very 
important assumption which lies at the core of the model is that the child is not seeking to 
match the input. According to Lightfoot, any input-matching model o f learnability cannot 
account for language change or for the creation of creoles, where the child creates an output 
grammar different from the one provided by the speech of the eldcrs. For cxample, the

11 For a diffcrcnt analysis of the acquisition of V2 (in German) sec Weissenborn (1999).
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Guyanese creole language Berbice Dutch is an SVO language. The two languages on which 
it is based are Dutch and the Kwa language of Eastern Ijo, which are both underlyingly 
SOV, order which is surfaced as such in embedded clauses but almost never in matrix 
clauscs. This empirical fact, argues Lightfoot, points to the fact that the Guyanese children 
relied on matrix clauses when setting the VO parameter. If they had relied on embedded 
domains, Berbice Dutch would be an SOV language, not an SVO one.

The Degree-0 hypothesis is both restrictive and quite radical32. However, if one 
assumcs a P&P approach to language acquisition, this hypothesis is in the spirit of the 
model. In spițe of the problems such a learnability theory might raise, it has pointed 
oul that one should look for principled constraints on the type of data on which the 
LAD can depend.

A cue-based model of acquisition can also account for the possibility of language 
change. If onc adopted the view that the child is looking for grammars which necessarily 
match the input’, one could not account for why certain parameter values changed in the 
history of particular languages.

3.3.2 The structural templates hypothesis

Fodor (1998) develops a similar leaming model. She defines triggers as ‘small 
structural templates that are innate, are stored by the language faculty, and constituie the 
parametric options offered by UG for languages to make use of if they choose to’ (p.19). 
The task of the learner is to detect which of these templates (or ‘treelets’) are for the 
target grammar. The leaming system which she creates is able to avoid mis-triggering 
due to ungrammatical or unambiguous input, i.e. a system which is endowed with the 
skill of detecting ambiguous/unambiguous input and respond differently to each of the 
two types. The leaming model she adopts is the one in which parameters can only be set 
once. If the input is ambiguous, the leaming system simply ‘waits’ for unambiguous 
input to set parameters.

Within her model triggers are allowed to include structure, they are ‘structural 
templates’, ‘syntactic subtrees’ (p.18):

Each parameter value is thus associated with its own structural (or in 
the limiting case, featural) signature, that is, with whatever constilutes its 
essential contribution to the sentence slructures that are licensed by grammars 
which have that value. (Fodor 1998:17)

One problem still remains to be solved: how does the learner (come to) know 
which subtree, which treelet can count as an appropriate trigger? The answer is more 
difficult to find than it might look at First sight since with Fodor many parameters cannot 
be set on the basis of the ‘surface’ input. Many sentences may be ambiguous in this 
respect. This suggests that the child has to rely on an analysis of the underlying structure. 
Sentences have to be assigned a full structural description of all levels of derivation 
before the child can detect the cue which will trigger the appropriate setting of the 
parameter value relatcd to that cue. The claim is that treelets are underlying syntactic 
structures which act as global triggers. For examplc, a sentence likc (41), with the structure 
in (42), is an unambiguous trigger for the parameter value Verb-Object (VO):

The cues to 
parameter 
fixation are 
underlying 
syntactic 
structures.

(41) Mary saw me.

2 For commentaries on Degree-0 learnability, sce the Opcn Pcer Commentary section in Lightfoot 
U9S9). Also, for arguments in favour of the need of embedded domains for parameter setting, sce Roepcr and 
W eissenborn ( 1990).
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(42) CP

(Fodor 1998:15)

But the VO value of the parameter is not given by the surface word order, but by 
the fact that the direct object is to the right of the trace of the verb, i.e. by the underlying 
order of constituents. Which actually means that the treelet acting as a trigger is the one in 
(42); what is relevant for the setting of this particular parameter, is not the whole sentence, 
but only the structural sub-tree of the whole clause given in (43):

V NP

Learning is defined as incremental, in the sense that only one param eter can 
be set per input sentence, even whcn the sentence provides an unambiguous input 
for several parameters. Treelets serve bolh as the param eter value and as its trigger. 
M ore significantly, these triggers are global; thcy occur in every language which 
evinces that particular parameter value.

How does the leamer recognise a trigger on the basis o f the input which he/she 
receives? As a triggțr, the treelet must be identified in the structure assigned, via parsing, to 
the input sentence. The leamer trics every grammar out on this input sentence in order to 
see if  more than one of them is succcssful. The sentence counts as unambiguous only when 
one single grammar is succcssful. Fodor idcntifics this recognition problem with a 
perceptual problem and reduces it to the ideal parsing test in which the leamer parses the 
input sentence only once and knows which structural triggers are containcd in the input. 
The child knows the structural triggers because they are part of UGÎ J . Thus, within this 
learning model, the grammar for a particular language consists of: (i) the principles of UG; 
(ii) a lexicon; (iii) universal structural resourccs, as for example, X-bar fomiat; (iv) a set of 
parameter values/structural triggers provided by UG. With this grammar, the leamer parses 
the input sentences. If only one analysis is found, the input is unambiguous and the leamer 
fixes the parametric values. If more than one analysis can be found, the input is ambiguous 
and hcnce it is safe for the leamer to wait for an unambiguous input.

Such a vicw differs from the one put forth in Chomsky (1995), for example, where 
parameter values are metaphorically associated with the differcnt positions of a switch. 
Within Fodor's model, both values of a parameter arc provided by the grammar with which 
the leamer parses the input. But only one value can be used during a parse.

One advantage of this model is that children arc no longer attributcd 
psychological processes differcnt from thosc of adults. The trigger structures they need 
in order to parse the input are the ones which adults use in parsing the same input. Also, 
we avoid the ‘resctting’- of- parameter- story, which is not without problems. At the 
same time, it is more in the spirit of the ‘detcrministic’ parameter fixation proccss

’ ’ In this, Fodor's vicw is along the line put forth by Drcshcr and Kaye (1990) or Dreschcr (1998). 
according to which UG provides both the set of parameters and a cuc for cach parameter.
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adopted within a P&P approach to acquisition and, by putting forth the hypothesis that 
triggers are ‘sub-trees’ and not whole sentences it can account in a more elegant way for 
the acquisition process in the absence of a rich, non-deficient input.

3.3.3 The Triggering Lcarning Algorithm

Unlike Lightfoot or Fodor, Gibson and Wexler (1994) take whole sentences as 
possible triggers: ‘there are sentences in the child’s expcrience that point directly to the 
correct settings of the parameters. [...] for any setting of a non-subset parameter, there is 
a sentence that is grammatical under that setting but not under any other”4 (p. 408). The 
parameter .space is assumed to unambiguously signal the value of one single parameter, 
i.e. small changes are preferred to largcr ones. They posit the so-called Triggering 
Lcarning Algorithm under which the child uses his/her current grammar to syntactically 
analyse sentences provided by the input and changes the previous hypothesis about this 
current grammar (for example, the value of a certain parameter) only when the sentence 
cannot be syntactically analysed on the basis of the previous hypothesis (the TLA is 
error-driven). The algorithm analyses the next picce of input. If the sentence can bc 
accepted as ‘grammatical’ using the value already assigned to that given parameter (i.e. 
using the current grammar), nothing happens. But if the sentence cannot be parsed, the 
algorithm will change the value of the parameter.

A parameter is (more often than not) randomly selected (if it does not have a 
default inițial value) to have its value changed and the new value is adopted (at least for a 
while) only when it allows the syntactic analysis of the new sentence. The new value is 
not necessarily the correct one: it only allows the analysis of the current sentence and it 
may have to be changed again. Howevcr, the child will fmally converge on the correct 
grammar: it is assumed that there is always at least one trigger for an incorrectly fixed 
parameter value. In the process, the learner relies only on positive evidence. Memory of 
previous parameter settings is not required.

One can see that, on such an account, parameters can be set and re-set, in a step- 
by-step process. The learner changes one parameter at a time, since, as has already bcen 
said, small changes are preferred.

Within Gibson and Wexlcr’s learnability model, triggers fall into two classes: 
global and local. A global trigger for the value v of a parameter is defmed as a sentence 
that is grammatical if and only if the value of the parameter is v, no matter what the 
valucs for other parameters arc (p. 409). For example, the pattern Subject Verb works as 
a global trigger for the value Spcc-first of the specifier-head ordering parameter. A child 
acquiring English, upon hearing the ordering Subject Verb, will end up hypothesising a 
Spec-first value in order to be able to syntactically analyse the current sentence. So far, 
no value for the complemcnt-hcad parameter has been selected, since a trigger of the 
type Subject Verb allows for both comp-fmal (SVO) and comp-first (SOV) orderings. 
The value of the Specifier-head parameter has been selected without taking into account 
the comp-head ordering. Since English is an SVO language, how does the child converge 
on the correct grammar? The local trigger, a sentence of the type Subject Verb Object, 
which is correct only if the value for the comp-head parameter is comp-fmal, will allow 
the child to fix the correct value of the comp-head parameter and hcnce converge on the 
correct English grammar.

Howevcr, there are certain situalions for which there exist no triggering data, be 
they global or local?5 The lcarning algorithm is ‘trappcd’. This so-called local maxima

The child has 
to analyse the 
whole 
sentence in 
order to fix 
the value of a 
parameter.

’4 This reininds of Morgan's Dcgree-1 learnability model, since no embedded sentences are considered 
possible triggers.

15 Actually. in the end the authors abandon the idea of global and local triggers in favour of the so- 
called deductive triggers.
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problem can be, nevertheless, avoided because (i) some parameters have default values and 
(ii) some parameter values may mature. An example of such a situation is the one related to 
the V2 domain in Dutch and German. What can the TLA do for the German or Dutch child 
to help him/her finally fix the correct parameter value? It is hypothesised that some 
parameters (one or two) receive a default inițial value from the set of possible values while 
others are initially unset. The child begins with default inițial values being allowed to 
change only a subset of parameters for an inițial period of time. The other parameter(s) will 
be considered at a later stage. Thus, in the case of V2 languages, it is assumed that there is 
a default value for the V2 parameter, -V2. The child will only try to fix the values of the 
specifier-head and complcment-head parameters: if the hypothesised grammar does not 
allow the analysis of the current scntence, the value of the parameter will be changed. It is 
only after the values of these two parameters have been set that the child considers the 
alternative value for the V2 parameter.

Gibson and Wcxler’s model actually implies that the learner hypothesises that 
there are two typcs of parameters: parameters whose value is not fixed and parameters 
which can have a default value. Moreover, the default value is assumed to be different 
from the correct value of that particular parameter in the target language. This further 
implies that the child simply knows he/she does not have to consider some parameter(s) 
for a certain amount of time. The hypothesis from which the child starts with respect to 
some parameters must be false. The model also stipulates that there is a fixed parameter 
ordering: the child has to consider the parameters whose value is not pre-specified first 
and only later (maturation?) to consider the parameter(s) with a default setting. It does 
not, however, say anything with respect to the ordering of the setting within the class of 
unspecified-value-parameters’6.

4. Acquisition from a Minimalist Perspective

4.1 New focus of inquiry

The Minimalist Program (MP) (Chomsky 1993, 1995, 1998, 1999) builds on 
assumptions already present in the P&P, but with a shift in focus. The main arca of 
inquiry regards the optimality of design of the language faculty. A genuine explanation 
of why language is the way it is represents the goal of minimalist inquiry. The program is 
not reâlly what one would have expected in terms of descriptive strength. But it certainly 
represents a gain in terms of a deeper understanding or at least deeper inquiry into the 
nature of the computațional system of language.

The tension between descriptive and explanatory adequacy is this time being 
solved with an obvious bias towards the explanatory part. The puzzling link between the 
derivational approach to language and the condition of explanatory adequacy, on the one 
hand and the nature of the mind/brain on the other hand, has never before been as clearly 
and strongly assumed. The Minimalist Program is not, actually, a fully devcloped 
theoretical model which readily allows for the technical description of empirical data. It 
is a ‘program’ which provides a framework of inquiry into the study of language37. The 
Minimalist Program as presented in Chomsky (1998, 1999) already revisits ideas 
presented in Chomsky (1995) and Chomsky (1993). But the new Solutions arc all in the 
spirit of the program, thcy do not represent a radical shift from the core as they do not 
represent a radical shift from earlicr generative assumptions (especially the ones of

'”  For a morc dctailcd discussion on how the model works, as wcll as on its advantages and 
disadvantages, see Dresher (1998) or Berwick and Niyogi (1996).

‘Al the mcthodological levcl. the program has ccrtain hcuristic and therapeulic value. It brings to 
light what might be fundamental problems, where empirical cvidence and minimalist expcctations conflict. And 
it encourages us to distinguish genuine cxplanations from “cngincering Solutions '.’ (Chomsky 1998: 5).

70
https://biblioteca-digitala.ro / https://unibuc.ro



P&P), which find a better explanation or a better formulation or which are now 
questioned from a perspective enriched with the results of generative inquiry. Language 
is still viewed as a component of the human mind/brain, a faculty with which humans are 
endowed from birth, uniform for the species. Linguistic development is defined, as in 
previous models, as the change from an inițial state So (‘constituted of invariant 
principles with options restricted to funcțional elements and general properties of the 
lexicon’ Chomsky 1995: 170) to a final state Sr, an idealised I(nternal)-language, a 
complete specification of parametric option, on the basis of experience (PLD). UG 
provides the invariant principles of So as well as the parameters which represent the range 
of permissible variation. The approach to language is, as always, derivational, and 
linguistic expressions are defined as a sequence of representations along the derivational 
process. Language is seen as consisting of a lexicon and a computațional system. What 
is then the contribution of the Minimalist Program to the study of language?

In what follows, let us briefly present how the program views the lexicon and the 
computațional system as well as the relation between them and how this may shed new 
light on old questions, with a focus on the questions related to acquisition.

4.2 The Minimalist Program in a Nutshell

4.2.1 The general organisation of graminar

The general organisation of grammar assumed within a minimalist approach is 
the one in (44):

(44) LEXICON

SPELL-OUT

PF level LF level

As can be noticed, the assumed organisation is simplcr than the one adoptcd 
within the P&P model. The only available levels are the externai ones: the level of 
Phonological Form (the articulatory-perceptual interface) and the level of Logical Form 
(the conceptual-intentional interface, the place where linguistic expressions interface 
with the cognitive systems). D-Structure and S-Structure havc been eliminated. Within a 
ST approach, Deep Structure rcpresented the only input to the semantic component, with 
surface structures playing no part in the semantic interpretation of linguistic 
representations. In a P&P model, D-Structure rcpresented the internai interface where the 
relation between the lexicon and the computațional system was expressed. The 
Information al D-slructure was no longer assumed to be directly sent to the semantic 
component. It was mapped to the level of S-Structure and then to LF. Essentially, the D- 
Structure information as such was not directiv accessible to the performance systems. 
Within the minimalist model, cach derivation has to mect the interface conditions: thosc 
of the PF level and thosc of the LF level. Somc paris of the computațional system are 
relevant for PF, other parts are relevant for LF. A linguistic object is defined as a pair (a, 
b), a formal represcnlation of sound and meaning, satisfying the PF and the LF, 
conditions. When thesc are met, the derivation is convergent. When they are not met, the 
interpretation is deviant. As can be secn, the role of the interface levels. i.e. the point of 
inleraction between language and the sensorimotor systems, on the one hand, and

MP: only the 
externai 
levels (PF and 
LF) have 
been pre- 
served.
Linguistic ob- 
jects must 
satisfy con
ditions 
imposed by 
these two 
levels.
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language and modes o f thought and undcrstanding, on the other hand, gains in 
significance. On such a view, there is no justification for any additional Icvel. Observed 
properties of language are accounted for in terms o f legibility conditions imposed by the 
two available visible levels and by properties of the computațional system of language.

What are the consequences of this new picture for the computation? On P&P 
assumptions, the infonnation in the lexicon was projected to D-Structure via the Projection 
Principie and constrained by the Theta-Criterion, with the tension regarding the primacy of 
syntax vs. scmantics already mentioned. With no D-Structure available, there is no 
justification for the two principles to be postulated and the tension disappears"’. Postulating 
only two interface levels, the externai ones, as well as preferring operations required by these 
interfaces represents an obvious gain in the direction of explanatory adequacy which requires 
that ‘parameters be easily detectable for language acquisition’ (Chomsky 1999:2). Also, 
importantly, the complexity of computation is rcduced.

4.2.2. From the Lexicon to PF and LF

4.2.2.1 Remarks on projections

Lct us see now how the Information from the lexicon is taken over by the 
computațional component within a minimalist model. An array o f lexical items is 
selectcd from the Lexicon via an operation Select. The array o f lexical items selected 
from the Lexicon is called Numeration and it contains, in simple terms, the entities from 
which syntactic objects, such as sentences, will be formed:

Syntactic 
objects are 
created via 
Merge and 
Move.

(45) LEXICON
•«------

ir Select

Numeration /Lexical array

Projections 
arc created 
via Merge, 
externally 
dclcmtined

A Numeration consists o f pairs of the type (LI, i), where LI stands for a 
linguistic item and i for its index, i.e. for the number o f times the item has been selected 
in the Numeration. Its psychological counterpart could be defined as ‘what the speaker 
has in mind’.

The computațional system, which can access only the Numeration, not the whole 
lexicon, maps the Numeration into a syntactic object (LF and PF can interpret only single 
objects), via permissible operations which recursively construct syntactic objects, until all 
indices are reduced to zero. The core operations which apply are Merge and Move.

The minimalist definition of the lexicon does not radically differ from the one 
adopted in previous studies. However, it is worth pointing out that the inventory of 
funcțional categories available in the lexicon is reduced:

7/ is clear that the lexicon contains substantive elements (nouns, verbs) with 
their idiosyncratic properties. And it is at least reasonably clear that it contains some 
funcțional categories: complementizer (C), fo r  example. But the siluation is more 
obscure in the case o f  other possible Junclional categories, in particular T, Agr, 
specificphi-features, a Case category K, andso on... (Chomsky 1995:240).

This suggests that funcțional categories may actually fall into at least two 
diflerent classes, with different properties, whose acquisition depends on the amount of 
computation and/or lexical learning involved in the process.

” But sec Uriagcreka (1999) for the defencc of D-Structurc within the Minimalist Program.
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One more thing worth pointing out is that the MP focuses more than the P&P 
model on the idea that all categories are to be defined as sets or btindles of features39.

In earlier versions of the MP (1993) the information stored in the lexicon simply 
projects to an X-bar structure, i.e. the format of X-bar is still assumed to be provided by 
UG, just as in P&P. In Chomsky (1995,1998, 1999) projections arc assumed to be 
dctermined by the relațional properties of the categories which constituie them and are 
crcated via Merge, with standard X-bar tbeory being thus largely eliminated. Projections 
are the result of a simple operation, Merge.

4.2.2.2 Merge

Merge is the simplcst operation which takes a pair of syntactic objects, forming a 
complex syntactic unit out of the ones provided by the Numeration40 or already 
constructed in the derivation. Suppose we have two objects a and b. In earlier versions of 
the MP, if Merge applies to these two objects, a new larger objcct will be created: {c,{a, 
b}}, where c stands for the labei of the new object, dctermined dcrivationally- if  a 
projects and is the head of the new object, its labei will be a: {a, {a,b}}. If & projects, the 
labei of the new object will be b: {b, {a, b}}. Merge (a, b) is thus asymmetric, allowing 
cither a (46a) or b (46b) to project:

(46) a. a (46) b. b

a b b " a

The ‘wrong’ option is filtcred out at LF, by various principlcs. For cxample, if a 
verb like eat, and a direct object DP, chocolate, Merge, the option with a DP labei (47b) 
is filtcred out by theta theory, with (47a) being the only possibility:

(47) a. VP (47) b. *DP

eat chocolate eat chocolate

The X-bar format is thus radically simplificd, the idea of binary structure is the 
only onc that has been preserved.

Why is it desirable to replace the X-bar format with Merge? What does it actually 
mean for the computațional system? On these assumptions, items from the lexicon projcct 
not because of some postulated format rules, which are given on grounds of virtual 
conceptual necessity, but because of conditions imposed by the interface. Only single 
objects can be interpreted by LF and PF; smaller objects must hence merge into a larger 
one which can be interpreted. Merge is extemally dctermined. Recall that when two objects 
merge, either can be a head and project. Thus, the headedness property is accounted for by 
the Merge operation and hence derivative from externai conditions.

The child will have to learn the properties of the items stored in the lexicon and 
set the correct value to parameters. No format rules have to be assumed anymorc. 
Lexical and funcțional items are projected via a simple, binary operation, Merge. In 
lerms of computațional cost, this is the least costly operation. If onc assumes that

19 One should stress. howevcr, that this idea goes back to Chomsky (1970) and that it underlies X- 
bar theory: "In the carliest work in generative grammar it was assumed that the elements of the underlying 
base grammar are formatives and categories; each catcgory corrcsponds to a class of strings of formatives. 
[...] it was soon found nccessary to depart from this assttmption in the case of lexical categories [...]. Wo 
might just as well eliminate the distinction of feantre and catcgory. and regard all symbols of the grammar as 
sets of features.’ (Chomsky 1970:48).

111 See Collins (1997) or Johnson and Lappin (1997) for arguments against the tise of numerations 
from the perspective of performant e theory.
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computațional complcxity matters for linguistic development then one can also assume 
that Merge should be the only operation present in early child syntax during very early 
stages. This hypothesis is borne out by data. Merge receives direct representation in 
early child syntax which it can account for and from which it can, at the same time, 
receive strong motivation. The existence of Merge allows us to account for early lexical 
stages in acquisition, when children adjoin lexical items between which there is no 
unique relation in adult grammar:

(47) a. more car/more cereal/more read/more hot/ more walk
b. no bed/no home/no wet/no high/no fix/no plug , (Powers 1998) 
c. are you put this on me/are you help me/are this is broke/are you 

sneezed (Rocper 1994)
d. toto auch/ich auch/hauschen auch (Tracy, Penner and Weissenborn 

1993)

Items such as more or no represent, at this early stage, heads of Merge 
projections:

(48) a. more (48) b. no

more X no X

They differ from other entities: they are lexically specific (Roeper 1996) and 
scmantically stable (Powers 1998) and their projection is not to be found in adult 
grammar. Șuch phrase markers exist only in child syntax. Powers (1998) proposes that 
these elements behave like semi-lexical items defined by the following properties:

(i) they have the same semantic features as target lexical items;
(ii) they have different (or none of the) syntactic features than (of) target lexical 

items;
"(iii) seemingly, they have the same distribution as truly grammatical functors.

The operation of Merge makes the existence of such representations possible. 
Once the Numcration has been selected, elements are syntactically connected as Spec- 
head (49a) or Head-complcment projections (49b), before the cmergence of the more 
complex specifier-head-complement structures (49c)'" (Roeper 1996):

(49) a. / \
Specificr head
Mommy sock (used for Mommy ’s sock)

The 
acquisition 
sequence= 
successive 
applicaiions 
of Merge.

b -
head complement

Notice that if this assumption is true, its irnplication will be that in early child syntax no 
distmction is made between the complcmcntizer and the specificr positions. In the 1993 version of the MP, 
the complement and the specificr represent different domains, the checking and the internai domains of the 
head, and the specificr position is associated with Move, an operation which is not availablc at an early stage 
according to this developmental account.
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An approach to syntactic deyelopment in tcrms of Merge can elegantly capture 
the acquisition scquence from the single-word speech to later multiword speech, which 
can be now defined as successive applications of Merge:

[...] ihe operation Merge applies and reapplies to the syntactic objects 
(the phrase markers already constructed) yielding longer and more complex 
stnictures. (Powcrs 1998: 4)

(50) a. Single word speech
Merge 

[see] [ball] ----------------►

b. Early multiword speech
Merge

---------------------------► 
see ball

[girl]

Early multiword speech

see ball

Late multiword speech
VP

girl K

see

The existence of these Merge structures, ‘micro-steps of acquisition’ (Roeper 
1994:14), in early child speech, whose sequence reflects the sequence of syntactic 
representations, provides evidence for Merge as a core property of the computațional 
system, especially if one adopts the view that the grammar constructed by the child is a 
derivational one, and that this is later converled into alternative formats [...]. This would 
mean that the study o f acquisition [...] would give a uniqug purchase o f grammar in the 
derivational mode (Lebeaux 1988).

A few remarks are in order here with respect to the implications of the earlier 
definition of Merge (Chomsky 1993, 1995) for the computațional complexity involved in 
Ihe process. On the one hand, Merge is assumed to be the simplest, the least costly 
operation. On the other hand, providing the appropriate labei to the associative object 
created via Merge was said to be decided on only at LF. This implies that one has to Took 
ahead’ in order to avoid the ‘wrong’ projection. Or, looking ahead, in its turn, implies 
substanțial computațional complexity. We are thus faced with an operation which is 
defined as the least costly but which involves, at the same time, computațional complexity. 
The implications for acquisition are obvious. In order to avoid this ‘puzzle’, in Chomsky 
(1998) it is proposed that the labei of the new syntactic object created via Merge is 
detcrmined by the selecționai properties of the merging elements. For example, a verb and 
its direct object DP merge to satisfy the requircments of the verb which, being the selector, 
will determine the labei of the new object:

(51) {eat} {chocolale} -------- > {eat{eat, chocolate}}

The wrong labei is no longer detected as late as LF and Took ahead’ is 
eliminatcd since only one single labei is possible. Merge is indeed the least costly 
operation. But, if it is now defined as rclying on the selecționai properties of the items in 
the Numeration, whal would the implications for acquisition be? How can one account 
for thosc early two word structures which arc made of two items adjoined according to 
relations diffcrent from the ones available in adult syntax (see 47)? There seems to be no 
selection involved in more car, for example. In Chomsky (1998) a distinction is made 
betwccn set-Merge and pair-Merge. The former operation can apply only to two 
elements which stand in a kind of selecționai relation whereas the latter does not involve 
such a relation (for example, the merger of an adjective and a NP). Early grammars may 
usc only pair-Merge, possibly because the selecționai properties of items have not been 
acquired yet.
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4.2.2.3 Move

The second important operation is Move. Within a P&P model, any syntactic 
object could be moved to a target position leaving behind a trace with which it fonned a 
chain. Constraints on movcment were derivative from various principles. For example, 
under the VP-Intemal Hypothesis the subject was assumed to be generated in the Spec 
position of the VP from which it then had to move (in languages like English) to satisfy 
the Extended Projection Principie42:

Crucially, items were taken from the lexicon uninflected and inflectional 
morphemes were assumed to head projections on a par with lexical items. In (53) below the 
affix -s is assumed to lower and adjoin to the bare, uninflected lexical verb. Then PF rules 
will interpret the complex arrive + -s as a single inflected phonological word.

(53)

DP

Within MP, Move is still defined in the same way: the operation via which an 
item moves to a targeted position leaving behind a trace with which it forms a trace. The 
crucial differcnce is that such operations are now assumed to be driven by morphological 
necessity, by features associatcd with funcțional categories such as Tense, Agreement or 
Determiner. Items are drawn from the lexicon fully inflected. Arrives, for example, has 
all its inflectional features (Tense and Agreement) in the lexicon and enters the 
derivation as such. Affixes are associated with features which have to be checked against 
the appropriate inflectional projection, i.e. they have to agree or to match the (abstract) 
features represented in the funcțional hcads. Abstract features sccm to be more relevant 
for the computațional system than the overt morphology itsclf.

Ovcrt movement is secn as fcaturc-driven movcment, in an attempt at checking the 
so-callcd strong (uninterpretablc) features which are not allowed to survive at LF. The 
dislocation property of language is thus associatcd with uninterpretable features. Weak 
(interpretable) features can procrastinate, they can wait until LF, where they trigger covcrt 
movement. PF can only ‘sec’ the lexical item, features are hot visiblc at this interface level. 
Once they have bccn checked, they disappear and the item can Spcll-Out, since interface

’: The Extented Projection Principie (EPP) requircs that scntenccs must have subjecls.

76

https://biblioteca-digitala.ro / https://unibuc.ro



requirements are met. If  a feature remains unchecked, the derivation crashes. Notice that 
Move is driven by morphological features, which differ from one language to another. 
Movement is not required by some general principie, but by language-specifîc properties 
which can elegantly account for the different word orders available cross-linguistically in 
terms of morphological variation. Word order is visible in the linguistic input; being 
determined by morphological features, it can help the child to determine the properties of 
grammatical formatives.

Move is subject to conditions of economy: it must choose the shortest possible 
route, either by choosing a smaller number o f rulc applications (i.e. the shortest 
derivation) or the shortest possible movement (the so-called Minimal Link Condition).

Economy of derivation is assumed to require a minimum of transformational 
activity. Move, as has been shown above, being a composite of sub-operations, is 
computationally more complex than Merge. This is why it has to apply as late as possible 
(as Last Resort) in the derivation: an element can move only when it really has to move, 
otherwise it must stay in situ.

Such an account of movement is not without problems. On the one hand, the 
distinction between covert and overt movement is reduced to the distinction between strong 
and weak features which means, at the conceptual level, that we have to stipulate that 
movement is driven by the feature o f  a feature (Solă 1996, Chomsky 1998). Also, 
Procrastinate induces ‘look-ahead’, i.e. one has to look ahead in the derivation in order to 
check whether Procrastinate is justified, which is undesirable at least in terms of 
computațional complexity. This approach to movement is also challcnged by instances of 
movement which is not triggered by the need to check uninterpretable features. One such 
example is EPP (Extended Projection Principie). In the 1995 version, EPP was assumed to be 
triggered by an uninterpretable feature on Tense. But what EPP actqally means is that a DP 
must be merged next to the predicate, in sentence inițial position. Whether the feature on 
Tense is /is not interpretable is irrelevant (Chomsky 1998, 1999). There are also instances of 
feature chccking without movement, such as the agreement relation between an expletive and 
the predicate. AII these problems led to the abandoning of the distinction between strong and 
weak features and the intuition that different movements apply at different stages in the 
derivation (capturcd in early minimalism in the distinction between movement in overt syntax 
and covert movement at LF) is now captured by the definition of the derivation as a sequence 
ofphascs, with Spell-Out being cyclic (Uriagereka 1997, Chomsky 1998, 1999).

What are the implications of all these facts related to movement for acquisition?
Firstly, in terms o f complexity, we have seen that Move requircs a more complex 

computation. If  we adopt the view that early grammars can only cope with simple 
computations, then we expcct Move and phases comprising movement to be available 
only at later stages of linguistic devclopment43.

Sccondly, the Multiple Spell-Out approach to derivation may represent an 
appropriate framework which can account both for adult and child syntax. Assuming that 
computațional complexity matters for cognitive developmcnt, the main differcnce 
between child and adult language will be related to the speaker’s capacity o f dealing with 
complex operations, i.e. it would reduce to processing capability. Early two-word 
utterances, for example, could be defined as the outcomc of a ‘simple’ phase, which does 
not require any costly or heavy operations. Syntactic dcvelopment would thus be tied to 
the child’s growing processing capability.

On minimalist assumptions the inițial state of the language faculty is defined as 
comprising an array of (invariant) properties and operations which fall into two classes: 
assembly operations (which create lexical items) and computațional operations 
(rcsponsible for the formation of more complex expressions out o f lexical items formed 
by assembly operations). This suggcsts that the child has to notice and learn whatever 
falls under ‘variation’ which includes, besides funcțional categories (or non-substantive

41 Sec 4.1 foi arguments that there is movement in early child grammar.

Move is 
driven by 
morphological 
necessity; the 
child has to 
set the correct 
options with 
respect to the 
funcțional 
categories in 
the target 
language on 
the basis of 
the word 
order visible 
in the input.
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array of 
properties, 
computațional 
operations 
and assembly 
operations.

parts of the lexicon), PF options, lexical arbitrariness (association of concepts and their 
phonological matrices in the tradițional sense), and general properties of lexical items. 
The, child has to set the correct options with respect to the properties (the features) of 
lexical and funcțional items on the basis of what is visible in the input. This is possible 
because ‘variety is restricted to easily detectable properties of utterances’ (Chomsky 
1992:2).

SUMMARY

The main goal of this chapter has been to show that the core clustcr of 
assumptions with regard to language acquisition within the generative approach has 
remained unchanged throughout its various models: the Standard Theory model, the 
Principles and Parameters model and the Minimalist Program. The child is endowcd with 
the ability to acquire language, with the faculty of language, which undergoes changcs 
under the influence of the linguistic input and possibly of maturation. The input-output 
relation is mediated by a device, caii it the Language Acquisition Device (LAD), which 
‘filters’ the linguistic input the child is exposed to. It consists of general principles which 
guide the process of acquisition, restricting the set of possible grammars. And it is 
exactly the description of this LAD together with the assumptions with respect to the 
language computațional system which have changed from one model to another, in an 
attempt to meet explanatory adequacy.

ST P&P MP
LAD Substantive and formal 

universals + evaluation 
measure

Principles and (un-set/pre-set) 
parameters

An anay of (invariant) 
properties and 
computațional and assembly 
operations

The theoretical assumptions with respect to Universal Grammar as well as with 
respect to the operations of the computațional system led to various learnability accounts:

A. On Standard Theory assumptions, the child’s task is defined as 
constructing the transfonnational component on the basis of the input. The 
question of what exactly in the input was necessary for the child to be able 
to detect the appropriate transformations received two main answcrs:

(i) the child nceds to consider phrases which contain no more than 
two embeddings (Degree-2 Learnability);

(ii) the child needs to consider phrases which do not contain more than 
one embedding (Degrec-1 Learnability).

B. On Principles and parameters assumptions, the child’s main task in the 
domain of syntax is to set appropriate valucs to parameters on the basis of 
the linguistic input. The question is, this time, what exactly in the input can 
help the child to set this value:

(i) the child has to look for cues in unembedded binding domains 
(Degrce-0 Learnability);

(ii) the structural templatcs which trigger parameter fixation are innate 
and stored in the language faculty. The child must dctect the 
underlying syntactic structure (a treelet) associated with each 
parameter value appropriate in the target language (the structural 
templatcs hypothesis);

(iii) the child has to analysc whole sentcnces in order to fix the value of 
a parameter (only one at a time), using previous hypothcscs about
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the target grammar: If the sentence cannot be accepted as 
grammatical on the basis of a previous hypothesis, a new 
hypothesis (i.e. a new parameter value) will be adopted (the 
Triggering Leaming Algorithm).

C. Since Minimalism is still a research program, there is no learnability account 
grounded in this model.

The sccond goal of this chapter has been to show how data from language 
acquisition as well as the need to account for the proccss of linguistic development have 
led to significant changes in the generative model, which has always had as a major task 
the explanation of acquisition.

Further Reading

Advanced: If you want to get a comprehensive view of the generative models 
discussed in this chapter and “read” them with your own mind, you must, by aii means, 
go to the very source: Chomsky (1965), Chomsky (1981) and Chomsky (1995). For an 
unusual but extremely captivating presentation of minimalism (and much more), read 
Uriagereka (1998). Atkinson (1992) is an excellent discussion on how the P&P model 
deals with acquisition.

Textbooks: If you are a textbook person and a beginner, try Cook (1988), 
Radford (1988) and Haegeman (1991). If you already have some knowledge of 
generative grammar and want to know more, read Lasnik and Uriagereka (1988).

Focnssed: If you are interested in matters of learnability models grounded in 
the generative model, read the very studies presented in this chapter. If you want to 
find oul more about how acquisition could affcct language change, Lightfoot (1999) is 
a good choice.
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3

MORPHOLOGICAL DEVELOPMENT
Language maximises the distinct advantages o f 
words and rules by comprising both, each handled 
by a distinct psychological system. There is a 
lexicon o f words for common or idiosyncratic 
entities -  the psychological mechanism designed to 
handle it is simply a kind o f memory. And there is a 
separate system o f combinatoriul grammatical rules 
for novei combinations o f entities; the psychological 
mechanism designed to handle it is syntactic 
computation. (Pinker 1998:221)

KEY POINTS:
In this chapter you will karn about:
• accounts of how children cope with regular and irregular inflection
• possible explanations of the phenomenon of overregularization in child speech
• the causes of regularisation and irregularisation in the acquisition of inflectional 

morphology
• derivational rules and acquisition
• children’s knowledge of the ordering of constraints of inflectional and 

derivational rule application

1. Introduction

Empirical data of early grammars reveal that children go through a developmental 
stage when they tend to overgeneralize the pattern of regular morphology, producing incorrect 
past tense forms such as comed or goed and incorrect plural forms such as mouses or tooths. 
To make things even more puzzling, they bcgin to produce the regularised goed after having 
uscd the correct irregular went, or mouses after having acquired the correct plural form mice. 
They also go through a stage when they extend irregular past tense pattems to regular verbs, 
producing pairs such as bring-brang or trick -  truck.

Experimental studies and longitudinal data also reveal that children are able to extend 
the regular pattern of inflection to new lexical items and to make use of derivational rules to 
create new words. This proves that the child is not a rote leamer, that he/she is as creative in 
the domain of morphology as he/she is in the domain o f syntax.

Tradilionally, morphological rules fall into two main classes: inflectional and 
derivational. Derivational rules create new words, whereas inflectional rules change the form 
of a word according to its relation to other words in a sentence, i.e. according to the syntactic 
environment in which the word occurs. According to the ‘split morphology’ hypothesis 
(Perlmutter 1988), all derivational morphology belongs to the lexicon or to the module called 
the morphological component, whereas all inflectional morphology is treated non-lexically, 
J.e. it is transformationally derived at the syntactic levcl (sec, for examplc, Anderson 1982). 
The weak lexicalist hypothesis assumes that only some derived elements belong to the 
lexicon, while others arc derived transformationally (Chomsky 1970). The strong lexicalist

Children over- 
regularise irre
gular forms, 
extend irregu
lar pattems to 
regular or irre
gular forms, 
and are able to 
use deriva
tional nilcs to 
create new 
words.
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Therc is 
experiment
al evidence 
that children 
have 
knowledge of 
thc mie 
dealing with 
regular plural 
inllcction.

hypothesis, recently incorporated into the Minimalist Program, assumes that items come 
inflected/derived from the lexicon. At the opposite end, Distributed Morphology (DM) (Halle 
and Marantz 1993) assumes that both inflectional and derivational morphology are 
transformationally derived. Vocabulary items are inserted in the syntax at different terminal 
nodes. The theoretical consequences of these approaches for the domain of acquisition are 
radically different. The ‘split morphology’ hypothesis implies that inflectional and 
derivational morphology are probably acquired differently. At the opposite end, the DM 
approach implies that children acquire inflectional and derivational morphology in a similar 
way. A challenging question would thcn be if there were any difference and/or any connection 
betwcen children’s acquisition of inflectional and derivational morphology. Things get even 
morc complicated. There is regular and irregular inflection. How do children cope with these 
two sub-domains?

The questions which we will be addressing in this chaptcr are the following:

(i) are there any innate constraints which guide the children through their 
language development in the domain o f morphology?

(ii) what exactly in the input is responsible for the child’s acquisition o f the 
inflectional system?

(iii) how can one account for the overregularization tendency in early 
grammars?

(iv) how can one explain children’s tendency to extend the inegular pattern to 
regular forms?

(v) do they acquire regular and irregular inflectional morphology in a similar 
way or do they have to resort to different learning strategies?

The focus will be on the acquisition of inflectional rules, but derivational rules as 
well as the possible connection(s) between the two types o f rule will also be tackled.

2 . The acquisition of inflection

2 .J Regular inflection

Bcrko (1958) was the first linguist to provide experimental evidence that children 
have knowledge of morphological rules, being able to extend them when dealing with new 
words. She tested for knowledge of regular inflectional morphology: the plural -s of nouns, 
the two possessive forms of the noun (the o f  genitive and the ’s genitive), the third person 
singular -5, the regular past tense form, the prescnt participle -ing as wcll as the 
comparative and the superlative of the adjective.

English monolinguals aged 4 -7  years were shown various cards and supplied 
made-up words for the objcct/action in the cârd. Then they were asked questions which 
required them to use the right inflection with the made-up words. The reason for which 
invented words were used in the experiment was that in this way one could test the 
child’s ability to extend morphological rules to new words providing, at the same time, a 
strong argument againsl the rule-rote theory1. Several actual words were also included to 
test children’s knowledge of some of the irregular patterns.

1 For a different point of view. sec Park (1978), who studied the development of plurals in German- 
speaking children on the basis of obscrvational data. Park's conclusion is that apart front analogy, rote 
learning plays a dominant role in thc acquisition of plural forms.

In order to test knowledge of the noun plural formation rule, the child was 
presented a cârd with one bird-likc animal and then with two bird-like animals. The 
experimenter would say: « This is a wug. Now there is another one. There are two of 
them. There are two... ». The child was thus required to supply the plural fonn of a 
complctely new lexical item. •
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The results of the experiment with regard to the tested children’s knowledge of the 
regular plural form of nouns (presented in Table 1) provide evidence that children aged 4-7 
years have knowledge o f the rule dealing with regular plural inflection. They can extend 
the/s/ and/z/ allomorphs to new words. However, it seems they cannot extend the/iz/ 
allomorph (sec the low percentage of correct plural forms in the case of gutches or tasses), in 
spițe of the fact that they already know the plural form of words like glass.

Table 1
Percentages of children supplying correct plural forms

Item Allomorph Percentage correct
Glasses /iz/ ' 91
Wugs /z/ 91
Luns /z/ 86
Tors . /z/ 85
Cras /z/ 79
Tasses /iz/ 36
Gutches /iz/ 36
kazhes /iz/ 31
Nizzes /iz/ 28

(Berko 1958: 161)

In order to test for children’s knowledge of the regular past tense inflection, the 
experimenter showed the child a picture of, for example, a man standing on the ceiling. Then, 
she would say: « This is a man who knows how to bing. He did the same thing yesterday. 
Ycsterday he ... ». And the child was rcquested to provide the past tense form of the made-up 
verb. The results (see Table 2 below) show that children have knowledge of the allomorphs 
/t/ and /d/ but they do not seem able to extend the rule for forming the past tense of melted 
(which they have acquired) to new verbs, i.e. they cannot handle the allomorph /id/ (see the 
correct percentage in the case of motted and bodded). The tendency to extend the regular 
pattern to any form is obvious in the case of made-up verbs such as bing and gling, where 
only one child (of the 86 who were interviewed) said bang and one child said glang. Virtually 
all -ing verbs have irregular past tense forms and adults, when tested on the same items, chose 
the irregular pattern over 50% of the time.

There is 
experiment
al evidence 
that children 
have 
knowledge of 
the rule 
dealing with 
regular plural 
inflection.

Percentages of children supplying correct past tense forms
Table 2

Item Allomorph Percentage correct
Binged /d/ 78
Glinged ■ /d/ 77
Rickcd /t/ 73
Melted /id/ 73
Spowed /d/ 52
Motted /id/ ■ 33
Bodded /id/ 31
Rang / / 17

(adapted from Berko 1958: 163)

2.2 Jrregn Iar vs. regular inflection

2.2.1 The question

The next legitimate question addresses children’s knowledge of irregular forms, 
which are (mainly) unpredictablc. Do they acquire regular and irregular forms in the same 
way and /or at the same stage?
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Traditionally, it has been assumed that children create inflectional rules in order 
to generate regular forms (for example, English-speaking children create the inflectional 
rule add -ed  beforc they can use regular past tense forms). Irregular inflectional forms, 
being unpredictable, would have to be memorised individually.

Pinker (1991, 1998) argues against such an explanation which he calls 
«inadequate» because it cannot account, among other things, for the fact that irregular 
past tense forms fall into similarity groups (sing/sang, ring/rang). Nor can it explain why 
children may extend these irregular patterns to new forms, coming up with bring/brang, 
bite/bote.

2.2.2 A dual-mechanism model

Pinker & Prince (1988, 1992), Pinker (1991, 1998) argue for a theory of 
language which contains both a computațional component, with specific rules and 
representations (responsiblc for the regular forms), and an associative memory system. 
Regular inflection is productive and open ended, and involves symbol-manipulating rules 
of grammar. Irregular forms are ‘memorised pairs of words, but the linkages bctween the 
pair members are stored in an associative memory structure fostering some 
generalisation by analogy ‘ (Pinker 1991: 531). Within this dual-mechanism model, 
string and strung are separate items but they are, at the same time, represented as linked 
words. This mental representation may overlap with similar forms. This can account, on 
the one hand, for the fact that similar pairs are easier to learn and, on the other hand, for 
the existence of overextension of the irregular patterns.

Such a view departs from the unitary representation of inflection, like the one 
proposed by Rumeelhart and McClelland (1986), according to which regular and irregular 
morphology are treated as belonging to one single associative network. It also departs from 
the tradițional model, within which regular forms are rule-based, whereas irregular forms 
are rote-leamed. According to Pinker (1991, 1998) and Pinker and Prince (1992), the 
acquisition of irregular forms is affected by properties of associative memory (such as 
similarity or frequency) whereas the acquisition of regular forms is linked only to the 
computațional component. The acquisition of regular and that of irregular inflection are 
scen as representing two qualitatively different psychological mechanisms. Regular 
inflection is based on symbolic rules, whereas irregular inflection is based on an associative 
proccss of storing information. Regular past tense forms, for example, do not depend on 
similarity to existing regular verb forms nor do they depend on the frequency2 with which 
the verb is encountered in the input. The regular rule, Pinker claims, applies as a default, 
i.e. whenever the irregular form is blocked.

2 For a different point of view, according to which frequency in the input is relevant, see Bybee (1991).

Irregular forms are not memorised individually by mere rote, though. Errors of 
the type in (1) below, attested in child English, provide evidence that patterns can bc 
detected among irregular forms as well:

(1) bring -  brang
bite -  bote 
wipe-wope (Pinker 1998)

This suggests that ‘irregular pairs are stored in a memory system that 
superimposes phonological forms, fostering generalisation by analogy’ (Prasada and 
Pinker 1993:2). This distinguishes the creation of irregular from that of regular forms, 
which are created via a ‘default suffix concatenation process capable of operating on any 
verb, regardless of its sound’ (Prasada and Pinker 1993:2). Only spontaneous 
irregularisation tends to be phonologically similar to irregular pairs.
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One strong prediction of the dual-mechanism model is that it should be possible to 
find individuals whose regular morphology is impaired, whereas the irregular one is intact. 
This prediction is borne out by case studies of language impaired individuals. Broca’s 
aphasics, for example, have problems reading aloud the regular past tense forms of verbs 
(they pronounce smiled as smile or wanted as wanting) but they can read irregular past 
tense forms with accuracy. SL1 individuals also have difficulty with the acquisition of 
regular forms, while they acquire irregular forms relatively normally.3

Another interesting prediction (also borne out by empirical facts) is that irregular 
forms can enter compounds, since they are memory-listed. Regular forms, which are 
computed at the output end of the morphology system, cannot appear in lexical 
compounds. Tire two types of morphological forms differ with respect to compounding. 
For example, onc can say mice-infested but not *rals-infested. As will be shown in 
scction 4 of this chaptcr, children have knowledge of this distinction.

Further evidence in favour of the dual-mechanism model comes from the 
acquisition of German, a language with rich inflection. Longitudinal data from 
monolingual German-speaking children show that they make a qualitative distinction 
between regular and irregular inflection (Clahsen, Rothweiler, Woest and Marcus 1992).

2.3 Overregularisation

2.3.1 The phenomenon

Empirical data of spontaneous child English as well as experimental results point 
to the fact that ‘children are pattern makers. And when they begin to acquire the 
inflections that mark tense, for instance, they typically take irregular verbs such as break, 
bring, and go, and treat them as if they belonged to the regular paradigm of walk, open, 
and jump’ (Clark 1987: 19). This pattern-making process is preceded by a stage during 
which the child uses the irregular forms corrcctly. It looks as if children rejected 
irrcgularities. Howcver, during this pattem-extending stage, the child still uses the 
correct irregular forms. Trregular forms rarely drop out, but rather continue to compete 
with their overrcgularised counterparts throughout the period of error making’ 
(Bowerman 1982: 342).

Maratsos (1987: 19) noticed the existence of the same phenomenon:

‘[...] children may alternate between the overregularized -ed form and 
the irregtdar form for a period o f months to years, using both broke and breaked 
[...]. Their analysis and resolution o f such alternatives is a long-drawn-out 
tabulation process, not one which quickly seizes upon one or two properties o f 
the language as heard

Marcus et al. (1992) analysed 11,521 past tense utterances from the spontaneous 
speech of 83 children. The results showed that children overregularised the past tense in 
only 4% of the situations. This suggests that the correct irregular forms are not 
completely rcplaced with the overrcgularised regular ones.

Children go through several stages of morphological developmcnt before acquiring 
the correct irregular forms: they begin with the correct irregular forms but, after acquiring 
the regular pattern, they extend it to all the forms. At this stage, they use both the 
overrcgularised form and the correct irregular onc. After a while, they stop overregularising 
and they start using all the forms (regular and irregular) appropriately.

Which is the possible explanation of this puzzling devclopmental process? The 
tradițional explanation of overregularisation is that the younger child simply

Stages of mor
phological 
development: 
(i) the correct 
irregular forms 
are acquired;
(ii) the regular 
pattern is 
detecled;
(iii) the regular 
pattern is 
extended to all 
the forms; the 
irregular form 
can be exten
ded; (iv) both 
correct and
overgene- 
ralised forms 
are used;
(v) regular 
and irregular 
forms are used 
concclly.

’ For morc on language impaired individuals sce Chaptcr 1.
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Children
appeal to 
overgenera- 
lisation when 
they fail to 
relrieve the
correci 
irregular form 
storcd in the 
lexicon.

Overgenerali- 
salion 
disappcars 
when the 
irregular 
forms havc 
been 
Consolidated 
in memory.

memorises the correct irregular form (which is encountered in the input) and then 
repeats it. At this stage, it is assumed that the child has no knowledge of the pattern of 
regular past tense fonns and hence no overextension or overregularisation is possible. 
When the child has acquired the pattern, he/she will extend it to all the verbs and will 
start to use incorrect overregularised past tense forms. However, straightforward as it 
might secm at first sight, this explanation is not without problems. Marcus et al. 
(1990) discuss some of the problems which such an account encounters. Adults, just 
like children, have knowledge of the pattern o f regular past tense inflections. If 
knowledge o f the pattern is the one which leads to overregularisation with young 
children, how can wc account for the fact that adults do not use comed  instead of 
came? This hypothesis does not predict (nor explain) that children may use the correct 
irregular forms as well as incorrect overregularised forms at the same stage.' From the 
point of view of learnability, such an account cannot explain how children give up 
overregularisation in the end.

The explanation that children use the correct irregular forms at a very early stage 
because they have not heard the incorrect regularised form in the input is untenable. New 
verbs enter the language quite frequently and adults accept or create past tense forms for 
such verbs which they have not heard before:

(2) Yeltsin has finally out-Gorbachev’d G orbachev. (Marcus et al. 1990 :8)

This means that children’s overregularisation process is o f a different nature. What 
linguists have labelled the blocking principie4 or the unique entry principie (Pinker 1984) 
does not scem to apply in a similar way in child and adult grammars. The very fact that at a 
certain stage children may use both the correct irregular and the incorrect regularised form 
questions their knowledge of this principie. Do they acquire it at a later stage? How do they do 
it? Children do not seem to receive any negative fcedback. Or, if  they do, they do it rarely and 
with no success. For example, Zwicky (cited in Marcus et al. 1990: 12) describes the 
overregularisation of participles by his daughter, aged 4; 6. He reports that six subsequent 
monlhs of frequent correction by her parents had no noticeable effect.

4 The blocking principie = an idiosyncratic fonn listed in the lexicon as corrcsponding to a 
particular grammatical form of a word will block the application of a general rule to that word.

Can indirect negative evidence help them, i.e. is it enough to notice that a form 
like comed does not exist in the input to realise that this is not a correct form? Marcus et 
al. (1990) argue that children do not receive any evidence, o f any kind, that a form like 
breaked or comed is incorrect. This information is, actually, unavailable. Which means 
that one has to look for the relevant explanation somewhcre else.

2.3.2 The blocking-and-rctrieval-failure hypothesis

One possible way out would be to assume that children’s language system 
incorporates a mechanism which implcments blocking. When a child hears the correct 
irregular past tense form of a verb, he/she will store it in the lexicon. The mere presence of 
this idiosyncratic form in the lexicon will then block overregularisation. The advantage of 
this account is that it can nicely explain the fact that children can attain knowledge of 
morphology in the absence of negative evidence. But it can incorrectly predict that children 
do not use both the correct irregular form and the incorrect overregularised one at the same 
stage. Blocking cannot explain the empirica! data nor can it explain why children and adults 
appeal to overregularisation in different circumstances.

Marcus et al. (1992), assuming a dual-mechanism model, propose that children store 
the correct irregular form in the lexicon but cannot access it (for memory reasons) all the time. 
When they can retricvc the correct irregular form from memory, the default regular rule 
cannot apply, it is blocked. But when the irregular form cannot be retrieved, i.e. when the
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associative lexically based network fails to provide the irregular form, the child will appeal to 
overregularisation. The regular rule applies by default, since nothing blocks it. They caii this 
the blocking -  and -  retrieval — failure hypothesis. The advantage of such an account is that 
it links retrieval of irregular forms to memory. Memoiy storage is probabilistic and it depends 
on frequency o f exposure to each particular idiosyncratic form. This will predict that low- 
frequency irregular forms are prone to overregularisation, i.e. children tend to overregularise 
those verbs which are less frequent in the input. For example, we expect a child to use the 
correct past tense fonii of a verb like say most of the time, while the past tense form o f a verb 
like win may often be used incorrectly. It also predicts that overregularisation applies in a 
similar way with children and adults. Adults can make errors (under time pressure, for 
example) but most of these errors regard low-frequency irregular verbs.5

5 In ihc history of English, lowcr frequency irregular verbs became regular over time (Bybcc 1985).
” A different position is defended in Marchman et al. (1997) where it is argued that children arc 

more likely to produce plural overregularisation than past tense overregularisation.

In a nutshell, very young children are assumed to have no knowledgc o f the 
regular -e d  pattern. At this early stage, they memorise (regular and irregular) past tense 
forms and tise them correctly, but no general rule has becn extracted. In early English, 
past tense form errors are very rare and children seem to be unable to generalise a certain 
pattem to new forms. During the next stage, when they have acquired the regular 
pattern, they begin to extend it to irregular verbs as well, producing occasional 
overregularised forms. At this stage, the rule-based mcchanism becomes operative. But 
the irregular forms have already been stored in the lexicon and can, sometimes, be 
retrieved. This explains the fact that, at this developmental stage, children can use both 
the correct irregular and the incorrect overregularised form of one and the same verb. 
Hearing the irregular forms more often, they will consolidate them in memory and will 
be able to retrieve them more and more often until they give up overregularisation.

Further evidence in favour of the blocking-and-retrieval-failure model comcs from 
the domain of noun plural overregularisations. The model predicts that a period of correct 
usage of plural forms should precede overregularisations, i.e. overregularisation begins 
after the child has leamed the regular default rule, which can be applied whenever retrieval 
from memory of the correct irregular form fails.

Marcus (1995) compared noun plural overregularisations to past tense 
overregularisations in the spontaneous speech o f 10 monolingual English-speaking 
children (CHILDES database, MacWhinney and Snow 1985). The comparison showed 
that children begin to overregularise noun plural forms after a period o f correct plural 
usage. Also, the overall rates o f noun plural overregularisations are rather low, just like 
in the case of past tense overregularisations.

These data suggest that overregularisations of past tense and plural forms arc 
produced by the same mechanism. The fact that the number of irregular plural forms is 
smaller than that of irregular past tense fomis did not affect the rate of overgeneralisation6.

A few Solutions have been suggested so far:

(i) young children have knowledge o f regular inflectional morphology
(ii) overregularisation could be explained by appcaling to the blocking-and- 

retrieval-failure hypothesis
(iii) the acquisition o f regular and that of irregular forms fall within the domain 

o f different mechanisms
(iv) children are not mere rote-learners.

2.3.3 Some inflection markers are not overgeneralised

The -ing verb inflection, the earliest which English-speaking children seem to 
acquire, is rarely if ever overgeneralised.
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This may be due to the fact that childrcn use a different learning strategy in the 
case of the progressive marker. It might be the case that children do not learn a general 
rule, but individual instances of verbs which can take the progressive. That could explain 
why they make no overgeneralisation errors.

But if children do not leam the rule, how do they extend the use of the 
progressive to verbs which they have not met in the progressive in the input?

Kuczaj (1978) puts forth a different hypothesis: children do not overgeneralise 
the progressive bccausc there are no irregular verbs to which it could be overgeneralised. 
The progressive can co-occur with many verbs; under special circumstances, even with 
States which are delined as resisting the progressive.

Kuczaj proposes that one should distinguish between two types oi possible 
overgencralisations:

(a) a regular rule may be applied to an irregular form ( as in goed)
(b) an inflection is used with verbs which do not take that inflection in adult 

language, but which are not morphologically irregular (as knowing in *7 am 
knowing English.)

Empirical data from child language show that type b is almost never 
cncountered. According to Bickerton’s (1981, 1984) language bioprogram hypothesis 
this may be due to the fact that certain semantic distinctions, such as state vs. process, 
are innate. Children do not use the morphological marker -ing, associated with 
processes, precisely because they have some a priori knowledge about the semantics of 
prcdicates7.

Children may, however, occasionally extend the progressive to newly created 
verbs as in the following cxamples, which suggests that they are aware of the pattern:

(3) It ’s weather oul there, too. Why is it weathering? Is that weather?
(4) I'm sticking it (= hitting it with a stick) and that makes it go really fast.
(5) I'm shirting (= putting a shirt on) my man.
(6) Child: He ’s hikking up.

Adult: What?
ChM: H e’s gol the hiccup. (Kuczaj 1978: 169-170)

These examples prove that children can dctect the rule and that they are able to 
correctly extend it.

2. 3.4 Overregularisation and lexical devclopment

One interesting qucslion with respect to language devclopment addresses the 
existence of a possible link between lexical acquisition and morphosyntactic developmcnt. 
The answer to this question crucially relies on the general view about grammar, in 
particular whether grammar is assumed to be or not to be lexically based. Cognitive 
Grammar and Lexical-Functional Grammar, which subscribe to the view that grammar is 
lexically based, may provide a theorctical framcwork for the postulation of a tight 
relationship between lexical and grammatical devclopment. Within a generative approach 
to acquisition, morphosyntactic devclopment is vicwcd as caused by propcrtics of the 
grammatical system itself and, possibly, by maturation. Vocabulary size does not directly 
triggcr morphosyntactic developmcnt. Morcover, acquisition of grammar and lexical 
acquisition are assumed to possibly rely on different mechanisms.

We arc thus faced with two radically different positions:

For more on the acquisition of aspect and aspect markers, sce 5.2 The Acquisition o f  Tense 
and Aspect .
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(i) lexical acquisition and acquisition of grammar are strongly interconnected, so 
that the acquisition of morphosyntax is dependent on lexical development;

(ii) there is a strong dissociation between the mechanisms guiding the 
acquisition of vocabulary and that of morphosyntax; consequently, the 
former cannot determine the latter.

The vicw in (i) is defended, for cxample, in Marchman and Bates (1994), where 
it is argued that vocabulary size determines morphological development. In particular, 
they claim that vocabulary size is tightly linked to the process of overregularisation. 
They analysed parental input data from 1,130 monolingual English-speaking children 
aged 1; 4-2; 6 with a vicw to testing whether there is any relationship between the 
childrcn’s vocabulary growth and their morphological development. The study focused 
on the usage of (regular and irregular) past tense forms.

The hypotheses they wanted to test were whether vocabulary size is related to the 
early correct usage of past tense forms and whether overgeneralization errors begin to 
occur only when verb vocabularies have become sufficiently large.

The results of their study show that very early lexicons (less than 10 verbs) are 
dominated by irregular verbs; when the children’s vocabulary size increases to about 20
30 verbs, it still contains more irregular than regular verbs but no irregular verb is 
produced in the past tense. When the vocabulary size is lower than 50 items, only half of 
the irregular verbs in the early lexicon were produced only as stems. As soon as the 
number of verbs grows over 50, the number of stem-only forms begins to decrease. And 
it is only after the lexicon contains over 90 verbs that the mean number of past tense 
forms produced correctly exceeds the stem-only forms in frequency. Increase in 
vocabulary is thus laken to lead to extension of the regular .pattern to novei forms. They 
take these results as proof that children learn morphology at the same time that their 
vocabularies undergo expansion and consequently that there is a strong interrelation 
between vocabulary size and raorphosyntactic development.

However, this relationship seems to be m oreof a statistical artefact. We do 
expect children to overgeneralise more when they know more verbs. The increase of 
overgeneralization errors cannot be the result of vocabulary growth per se. Vocabulary 
growth simply provides the opportunity for more errors. Studies of individuals such as 
Laura (sec Chapter 1) have proved that impairment in the domain of vocabulary does not 
affect grammatical knowledge. Also, studies of aphasics also show that only one area 
(grammar or lexicon) may be affected, with the other one remaining intact.

One should noticc that denying a tight link between the two sides of languagc 
development does not deny that vocabulary size may offer the opportunity of 
morphosyntactic development. A structure-building model of syntactic development can 
very wcll accommodate this idea: the child begins with a lexical stage and enters a 
funcțional stage after having acquired a certain number of lexical items. This suggests 
that the acquisition of morphosyntax has to wait until the child has acquired a certain 
amount of vocabulary. But it is one thing to say that vocabulary growth offers the 
opportunity for morphosyntactic development and quite another thing to claim that 
vocabulary size dircctly determines grammatical development.

2.4 Irregularisation

2.4.1 The phenomenon ’

Empirical data of spontaneous child English as wcll as experimental results 
also reveal that children may apply irregular past tense (or past participle) patterns to 
inappropriate verbs (eilher irregular verbs which belong to a different pattern, as 
illustrated in 6 or regular verbs, as in 7):
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(6) bring-brang, think-thunk, hide-hod, bite-bot, bite-bat, bite-bet, break- 
brekked, say-set, fling-flang, fight-fooed, drink-dranked, see-sawn

(7) Wipe-wope, trick-truck, walk-has walken, jump-janged, lift-left, crush- 
crooshed, trip -  trippen

(Xu and Pinker 1995)

This led some researchers to the rather radical conclusion that children go 
through a stage when thcy irregularise all verbs or irregularise some verbs all the time:

[other] cbildren, beginning with the regular nde, abandon it fo r  an 
irregular rule which they indiscriminately apply lo all verbs, only later 
separating out the truly irregular ones and returning to the regular rule fo r  the 
re s t . (Haber 1975 citcd in Xu & Pinker 1995: 534).

2.4.2 Possible cxplanations

The obvious question is how onc can explain this phenomenon. Is it similar to 
overregularisation ? What exactly leads the child to producing such irregularised forms 
and how does hc/she de-leam it?

Various cxplanations of the phenomenon have bcen proposed. Starting from the 
empirical data which suggest that children extend both the regular and- the irregular 
pattems, some linguists defend the view that both types of generalisation can be explained 
in a similar way (Kiparsky and Menn 1977, Kiparsky 1982). On such a view, children 
would overextend both regular rules, such as ‘add -ed’ and minor rules. They also go 
through a stage when they consistently and systematically apply an irregular pattem to 
inappropriate verbs.

Kiparsky and Menn (1977) propose that a child acquiring the past tense 
morphology of an irregular verb goes through the following stages:

(i) the present and the past tense forms are leamed separately and stored in the 
lexicon

(ii) the child learns the regular past tense rule and overgeneralises it to irregular 
verbs

(iii) the irregular past tense is relearned
(iv) the child learns an irregular pattem and overgeneralises it, creating 

irrcgularisations
(v) the correct past tense form is relearned.

The assumption is that both overregularisation and irregularisation are associated 
with distinct stages. Morcover, they are seen as attributcd to grammatical rules. But, as 
discussed in 2.3, children never completely replace the usage o f correct forms with 
overregulariscd ones. We expect them not to replace all the correct forms with irregularised 
ones either. That is why the rule-based explanation seems inadequate.

A different account is offered by conncctionist models (Rumelhart & 
McClelland 1986, Plunketl & Marchman 1991, 1993, Sproat 1992) which assumc that 
children make corrclations bctween the phonological shape o f the stern and that of the 
past tense lorm, which they superimpose in a pattem associator memory. When a 
correlation has been strengthened across a set of verbs, it will override the correlation 
which the child has made fdr the features o f another verb, resulting in the 
overregularisation or irregularisation of the latter. On such an approach, therc is no 
distinction bctween storage o f regular and irregular verbs, and hence no distinction 
bctween overregularisation and irregularisation errors, which are all claimed to be caused 
by the same mechanism.

92
https://biblioteca-digitala.ro / https://unibuc.ro



A third possible explanation is the one offercd by the dual-mechanism model 
(2.2.2). Within such an approach, irregularisation is seen as the rcsult o f  a retrieval 
failure. The irregular form has been stored in the lexicon but, due to the associative 
naturc of memory, the phonological properties o f a particular verb may overlap with 
those of a phonologically similar verb. When the correct irregular form cannot be 
rctrieved, the child inistakenly applies the pattcrn o f a similar verb. Since memory 
storage and retrieval depend on frequency of exposure, the child will no longer 
‘irregularise’ those forms to which he has been exposed often enough to consolidate in 
memory and he/she will be able to retrieve it all the time.

Xu and Pinkcr (1995) analysed a large sample of child speech (20,000 past tense 
and participle usages from 9 English-speaking children from the CITILDES database) 
looking for what they caii ‘weird past tense forms’, i.e. extensions of irregular vowel 
change patterns to inappropriate verbs. They only found 63 examplcs o f irregularisation, 
which show that children rarely irregularise. Also, the comparison between the rate of 
ovcrrcgularisation and irregularisation showed that the latter is lower. ■

The data also revealed that children do not systematically and consistently 
irregularise. Such errors seem to be ‘sporadic malfunctions in a system designed to 
supprcss them, not recurring products of the system’ (p.553). However, one can notice that 
therc is a tendcncy to irregularise irregular verbs more frequently than regular ones. Also, 
irregularisation reflects a close analogy with existing irregular patterns. This suggests that 
the mechanism is not free; it is constrained by the existing irregular forms.

Summarising, we can say that irregularisation, just like overregularisation, can be 
accounted for by appealing to the dual-mechanism model. Irregularisation does not reflect 
mere rule-overgeneralization, but relies on irregular forms stored in the memory.

Irregulari- 
sation is the 
resull of a 
retrieval 
failure and 
relies on 
irregular 
forms stored 
in memory.

2.5. Causes o f regularisation

In this subsection we are addressing the general question o f what kind of 
Information represents input to children’s inflcctional system, i.e. what kind of Information 
is relevant to generating regular/irregular inflectcd forms.

The literature offers three answers:

(i) children are sensitive to phonological Information
(ii) children are sensitive to grammatical structure
(iii) children are sensitive to semantics.

Connectionist models propose that phonological information is the only one 
which determincs regular and irregular inflcctional patterns. Rumelhart & McClelland 
(1986) argue that the child will be able to map the stern to the appropriate past tense 
form on the basis of the phonological input alone. Pinker & Prince (1988) and Kim et al. 
(1991) provide evidence that for adults the phonological input is not enough. In English, 
therc are pairs of verbs which have homophonous stern forms but different past tense 
forms. such as:

(8) a. Muddy rang the beli, (ring /rang)
b. Muddy wm ng the washcloth dry. (wring/ wrung)

(9) a. T-Bone lay on his bed. (lic/lay)
b. T-Bone lied to me again. (lie/lied) (Kim et al. 1994: 177)

Secondly, denominal verbs uniformly take a regular past tense form, cven when they 
happen to be homophonous with an irregular verb, as the following examplcs show:

(10) a. He grandstanded to the crowd. (*grandstood)
b. He spitted the pig. (*spat)
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Children rely 
on the 
grammatical 
structure of 
words when 
choosing 
between 
regular and 
irregular 
inflection.

c. The doctor casted his leg. (*cast)
d. He sleighed down the hill. (*slew) (Kim et al. 1994: 179)

Such data are taken as evidence that the phonological input is not enough and 
that irregularity seems to be rather a property of verb roots, not o f verbs. I f  a verb has a 
noun root or an adjective root, it will take a regular past tense form. This is part of a 
more general phenomenon: the grammatical structure o f a verb determines its semantic, 
syntactic and inflectional propertics.

Some words are exocentric, i.e. they are headless. This is the case of ring in ring 
the city for example (or o f any verb in 10 above). The whole word is labelled as a verb 
but it is made of a noun which cannot be its head; had N been the head, the whole word 
would have had the status of a noun.

(H ) v

absent head N

In (11) the homophonous (irregular) form cannot percblate to attach to the whole 
verb. The regular -ed rule applies as a last resort.

Semantically, exocentric words gencrally represent extensions of meaning; but it is 
exocentricity which leads to treating the verb as a regular one, and not its semantics. The 
hypothesis Kim et al. (1994) put forth is that both adults and children are sensitive to formal 
grammatical structure when they have to decide whether a certain verb takes a regular or an 
irregular past tense form.

They tested 12 monolingual English-speaking children aged 6; 8-8; 10 and 26 
children aged 3; 2-5; 2 to see if  they are indeed sensitive to grammatical structure. The 
verbs used in the elicitation task were see, buy, meet, drink, fly , stick, write, leave, 
ring. Each item was used twice: once as a verb root and once as a denominal, as 
illustrated in (12):

(12) a. Denominal: This is a fly. Can you say ‘This is a f ly '?  l ’m going to f ly 
this board. 1 ju s t ...
b. Verbal root: This airplane is going to fly . Can you say ‘This airplane 
is going to f ly ? ’. This airplane is about to f ly  through the air. The 
airplane ju s t ...

The results were consistent with the hypothesis: the children responded with 
regular past tense forms more often than irregular past tense forms for denominals and 
with irregular past tense forms more often than with regular ones for the verb roots.

Two more experiments were designed to test whether children were sensitive to 
grammatical structure when having to choose between regular /irregular noun plural 
inflection. The hypothesis would be, in this case, that only nouns with noun roots in head 
position can have an irregular plural form (13), while exocentric nouns will tend to have 
a regular plural form (14):

(13) They do not have one single child, they have two children.
(14) W e’re having dulia Child and her husband over fo r  dinner. You know, 

the Childs are really great cooks.

Endocentric/exocentric pairs were constructcd for irregular nouns: fa t 
man/Batman, fuzzy mouse/Mickey Mouse, liltle goose/Mother Goose, little child/ 
Superchild, purple tooth/Mr Tooth, a.s.o.

The same two groups of children in the previous experiments were required to 
supply the correct plural form in situations of the following type:
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(15) a. exocentric nouns: This îs Mr Tooth. Can you say ‘This is Mr Tooth’? 
(Bring out another Mr Tooth). There are two...
b. endocentric nouns: But this is a purple tooth. Can you say ‘This is a 
purple tooth'? (Point to another purple tooth). There are tw o...

The children in the two groups gave more regular plural responses for exocentric 
nouns than for endocentric ones. The results in the experiments show that the input to 
children’s inflectional systems cannot be the phonological shape of words. Children are 
scnsitive to the grammatical structure of words. Kim et al. (1994) thus provide data in 
favour of the view that children’s inflectional systems are sensitive to grammatical 
structure, and not to phonological or semantic structure.

Lakoff (1987) or Shirai (1997) defend a different position: regularisation of 
dcnominal vcrbs is due to semantic extendedness. On such an approach, extended verbs 
are more likelyto be regularised. Given that denominal verbs are extended, it is natural 
that they should be regularised more often than non-extended verbs. Shirai (1997) argues 
that speakers avoid irregular forms with denominals because they do not want to convey 
meanings associated with the homophonous irregular forms. The child knows that the 
irregular form is associated with a certain meaning and realises that the denominal is 
semantically different. Consequently, he/she will opt for the regular form in order to 
mark this semantic difference. That means that choice of regular/irregular form depends 
on communicative gain in the end.

Such an approach raises at least two questions, though. It is known that 
communicative strategy is acquired late. Also, there are cases of ambiguity or extension 
of meaning when the irregular form is still the choice, as in blow someone away. Some 
denominals are homophonous with regular verbs and, in this case, the choice is also a 
regular past tense form:

(16) a. 7 stared at him for hours.
b. For exercise 1 used- to bike but now it ’s so cold that 1 run stairs. 
Yesterday, I  stairedfor an hour. (Kim et al. 1994: 200)

Denominal verbs also take a regular past tense form even when there is no 
homophonous irregular which could create ambiguity:

(17) She kinged the checker piece.
My carpinged all the way home.

It would be difficult to account for all these data on a semantic approach. From 
the point of view of learnability, it is also desirable to adopt a grammar structure 
explanation:

The simplest account is that children ’s linguistic systems are inherently 
organised to distinguish ndes from lexical storage (with regular and irregular 
injleclion associated with these two modes o f producing linguistic forms, 
respectivei}), and to use head inheritance to interpret new complex words from 
iheirjâmiliar components. (Kim at al. 1994: 204-205).

3. Dcrivational rules

3.1. Children are gifted creators

The examination of children’s means of deriving new words at a very early stage in 
iheir linguistic developmcnt leads to a similar conclusion as in the casc of inflectional 
morphology: children are innovative learners. Given that the number of convențional words
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which they have leamed is still limited, they create novei forms out o f words or on the 
pattern of those words which they already know. Whenever they produce innovative 
compounds, the words are appropriately ordered as in burn-man or burner-man, 
compounds used as an answer to the question:’ What do you caii someone who burns 
things?’ (Clark and Hecht 1982 cited in Gottfried 1997a). I f  asked to select a picture which 
best matches the meaning of a compound, they correctly choose the picture which depicts 
the object labelled by the head of the compound. For example, if shown three pictures: one 
depicting a round black bug, one a stick and the third one a bug that looked like a stick, and 
asked to choose the picture where they saw a ‘stick-bug’, children correctly choose the 
third picture (Gotttfried 1997b). As early as the age of 3, children even reject compounds 
which do not observe the appropriate word order, such as ‘bed-cat’ for ‘a kind o f bed that 
cats sleep in’ (Clark and Barron 1988, cited in Gottfried 1997a).

Children secm to be extremely gifted word creators. Clark (1993) examined the 
detailcd corpus of a child's language development bctween 1; 8 -  5; 11. She found 1,351 
innovative nouns, which would roughly correspond to one new noun per day over the four- 
year period. For example, children can derive denominal verbs which do not exist in the 
adult lexicon:

(18) You have to scale il Jirst. ( = to weigh)
(19) I  broomed her. (= hit her witli a broom)
(20) Is il all needled? (= is it all mended?)
(21) Mummy trousers me. (= put my trousers on)
(22) 7 ’m crackering my soup. (= put crackers...)
(23) Will you chocolale my milk? (= put chocolate...) (Goodluck 1991: 52)

Bowerman (1982) reports some innovative causatives which are rarely used in
adult English:

Children use 
derivational 
rules 
creatively.

(24) It always sweats me. (= makes me sweat)
(25) This is aching my legs. (= makes my legs ache)
(26) Enough to wish me one o f  those beds. (=to make me wish fo r...)

(Goodluck 1991: 53)

Longitudinal studies or experimental ones provide evidence that young learners 
can create metaphoric compounds:

(27) bird-car = airplane
ball-beads = spherical beads
butterfly-bugs = dragon-flies
flower-wheels = car wheels shaped like flowers
hearl-fruit = grape shaped like a heart (Gottfried 1997a)

Such data undoubtedly show that children are able to use derivational rules 
creatively in order to form innovative words.

3.2 Principles of early word formation

The question is whether children are guided in their word formation 
development by some principles which may explain the speed and easiness with which 
they create new words. Clark (1993) suggests that children’s innovations reveal 
systcmatic reliance on principles of acquisition:

(i) transparency of meaning
(ii) simplicity of form
(iii) productivity.
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Early compounds do not contain any changes to the form of the words which 
enter that compound. For example, early compounds created by English-speaking 
children are of the form (bare) Noun + Noun, such as the ones in (28) below:

(28) fire-dog (= dog found at the site of a fire) 
snow-tree (= fir tree, without any snow on it) 
plant-man (= gardener)
plate-egg (= fried egg) (Clark 1991: 50)

Compounds such as boat-driver are created later, since they also contain affixes 
and are therefore morc complex. The same simplicity-bias in early word -  compounding 
has been noticed in early Dutch (29), early German (30), early Icelandic (31) and early 
Swcdish (32):

(29) koppie-tafel ‘coffee + table’ (= table for coffee) 
trem-boeken ‘tram + books’ (= [books of] tram tickets)

(30) Fensterhaus ‘window + house’ (= house made of transparent blocks) 
Felsenberge ‘rock + mountains’ (= mountains made of rock)

(31) Jiatabill ‘Fiat + car’ (= Fiat)
kubbabill ‘block + car’ (= car made of blocks)

(32) simbil ‘swim + car’ (= car that travels in water) 
golvkdpp ‘floor+stick’ (= stick for hitting on the floor)

Transparency refers to the children’s bias towards using already known words, 
affixes and meanings, i.e. words and affixes which are already transparent to them, when 
creating new words: ‘the new meaning must be accessible in part from the elements 
making up the new word’ (Clark 1993: 115). Thus transparency refers to both familiar 
meaning and familiar form. See, for example, a few denominal verbs coined by 2-ycar-olds 
(reportcd in Clark 1982):

(33) key (= to open with a key) 
needle (= to mend, to sew) 
string (= to fasten with a string)

Children oftcn create new verbs from familiar nouns: '

(34) to button = to press the button (of a calculator)
to flag  = to waivc like a flag
to beli = to ring
to m g  = to vacuum the rugs (Clark 1993: 117) ’

When they coin compound words, they tend to usc familiar nouns:
(35) sky-car = airplanc 

crow-bird = crow 
hole-sack = sack with holes in it 
cup-egg = boilcd eggs (Clark 1993: 117)

Because their repertoire is not very rich yet, they may use the same noun as a 
head in several compounds, such as man (as in 36), car (illustrated in 37) or bird (as in 
the compounds in 38):

(36) rat-man = man who works with rats in a lab 
plant-man = gardener
button-man = man who throws buttons
fix-man = mechanic

(37) taxi-car
beach-car

Early word 
derivation is 
guided by 
general 
principles.
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Morphological 
rulcs apply in 
a strici level 
order.

(38) parrot-bird
Jlamingo-bird (Clark 1993)

Children also use familiar affixes to create new words. -er  is often used in an 
innovative way when children want to denote agents of various actions:

(39) coo^er = cook (!)
climber
gunner
hider = for a paper basket the child invented and put over his head 
sharper = penei 1-sharpener

The principie of simplicity of form refers to the children’s tcndency to make the 
fewest possible changes to familiar words or affixes when creating new ones. The earliest 
innovative compounds in corpora of child English scem to be compounds of the form bare 
Noun+Noun:

(40) snow-tree = fir-tree
fire-dog = dog found at the site of a fire

They mainly rely on roots before combining roots and affixes.
The principie of productivity States that children fîrst acquire and hence use in 

innovative words those forms which are the preferred ones within their speech community. 
When several options are transparent, the child will decide which one to use on the basis of 
productivity.

4. Level-ordering and morphological development

Recent theoretical proposals put forth the idea that there is an ordering of levels of 
rule application in the domain of morphology (Siegel 1977, Anderson 1982, Kiparsky 
1982, 1983).

According to Kiparsky (1982) there are three such levels:

(i) Level 1 which includes:
□ irrcgular inflection (mice, went)
□ pluralia tantum (scissors, clothes)
□ semantically unpredictable dcrivational affixes (of the type -ion, - 

ous,- -ity, -th) which are not very productive and which deform their 
host by stress shifting and vowel reduction.

(ii) Level 2 which includes:
□ (morc) semantically predictable derivational affixes (-ness, -ism, -er, 

-ist, un-) which are quite productive
□ compounding rules.

(iii) Level 3 which includes:
□ regular inflection affixes, which are non-deforming and 

semantically predictable (-r, -ed, -ing).

Rule application is constraincd by the level to which the particular rule belongs 
in such a way that rulcs at a later level, Level 3, for examplc, cannot apply prior to rules 
which belong to Level 1 or 2.

One of the most powcrful predictions of Kiparsky’s level-ordering model is that 
regular inflection alfixes will only be added to a word after dcrivational affixes (which 
belong to Level 1 or 2) have bcen added to the same word. That can explain why mice- 
infested is a possible compound in English, whereas *rals-ealer is not. Pluralia tantum 
nouns (which belong to Level 1) can also be found inside compounds: clothes basket.
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Gordon (1985) tested for children’s knowledge o f this ordering o f morphological 
rules. His experiment is interesting from several points of view. In spițe o f the fact that 
English allows for nominal compounds in which the irregular plural form o f a noun has 
been used (such as mice infested, teeth inspection), the examination o f high-frcquency 
compounds with irregular plurals (Kucera and Francis, cited by Gordon 1985) reveals that 
there is a strong tcndency for the use of the singular form: toothbrnsh, mouse-trap, man- 
eater. This means that the input which the child receives offers littlc cvidence for the 
ordering of rules. I f  one can prove that children have knowledge of Iovei ordering of 
morphological rules, this can provide strong evidence in favour o f the existence o f level 
ordering as an innate constraint on word formation. The developmental prediction would be 
that the child should produce compounds of the type rat-infested but not o f the type *rats- 
infested. The child will start using (optionally) the appropriate irregular plural form inside 
compounds as soon as he/she has stopped overregularisation of the irregular forms. Also, 
the child will start using pluralia tantum inside compounds after he/she has learned that 
such nouns do not have a singular form.

Gordon (1985) tested 33 three to five year old children to see if  they can produce 
compounds of the rat-catcher type. The children were introduced to a Cookie Monster 
puppet and they were told: ‘Do you know what this is? It’s Cookie Monster. Do you 
know what he likes to eat? He likes to eat all sorts o f things’ (Gordon 1985: 3). Then the 
children were shown various objects and were asked if  Cookie Monster could eat the 
object in the picturc (X). Then they were asked what they called someone who eats X. 
The experimenter elicited compounds o f the form teeth eater/rat eater and scissors 
eater/knife eater.

The subjects used the correct pattern singular noun + eater at all ages with 
regular forms (even with those which the subject overregularized); when the children 
kncw the correct irregular plural form, they used it inside the compound. The results 
showed that young children observe the constraints o f Kiparsky's level-ordering model.

But these constraints seern to be violated by examples o f the type publications 
catalogue, drinks cabinet, weapons analysis, Parks Commissioner, Human Services 
Administration, programs co-ordinator, buddings inspector, letters policy, equal rights 
amendment. American cars exposition8. On the one hand, the plural tends to be 
associated with an idiosyncratic meaning inside these compounds. For example, 
programs in programs co-ordinator leads to the interpretation o f the compound as « co- 
ordinator bctwecn programs », whereas program co-ordinator is interpreted as « co- 
ordinator of one single program (Alegre and Gordon 1996). Drinks, in drinks cabinet, 
can only denote alcoholic drinks (Gordon 1985). On the other hand, even if  the meaning 
of the plural form inside the compound were not idiosyncratic, such examples would not 
provide real evidence against the level-ordering model, since we are still faced with the 
question of why regular plurals cannot be used in most compounds.

Kiparsky suggested that the compounds which contain a regular plural are formed 
tlirough a rccursive procedure: the regular affix attaches First and then the output enters 
compounding at a later stage.

A compound of the type red ral eater can be generated as in (41a) or as in (41b):

(41) a. NP

Adj N (compound)

N N

red rat eater

There is 
experimental 
evidence that 
children have 
knowledge of 
level ordering 
of morpho
logical rules 
very early.

“ Selkirk (1982) used such examples as an argument against the level-ordering model.
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b. N (compound)

Adj N

red rat eater

In (41a) the compound rat eater was formed first and the reading of the whole 
compound is « eater of rats which is red ». In (41b) recursion has applied and the compound was 
fomicd at the last stage. The reading of this compound is «eater of red rats».

When the plural form of the noun is used, the compound can only be generated 
through recursion (as in 42b). In this case, (42a) is impossible:

(42) a. * NP

Adj. N (compound)

N N

red rats eater

b. N (compound)

N

eater

Thcre is 
experimental 
evidcnce that 
children have 
knowledge of 
recursion.

The presence of a regular plural inside the compound represcnts positive evidence 
for a rccursive compound and hence it blocks the non-rccursive interpretation. Red rats 
eater can only be interpreted as «an eater of red rats». When there is no overt signal of 
recursion, both intcrpretations are allowed but the non-recursive onc is preferred.

Alegre and Gordon (1996) tested this hypothcsis with 36 children (aged 3; 4 -  5 
years) with the aim of finding out whether children at this stage have knowledge of 
recursion. During a pre-test, the experimenters tested the subjects’ knowledge o f colours. 
In the test, the children were presented four pairs o f pictures, each depicting a creature 
caling some smaller creatures (a monster eating rats, a cow eating flow'ers, a monster 
cating spiders and a fish eating crabs). Half the children were assigned to the singular 
condition and the other half to the plural condition. Then, the children in the singular 
condition were asked: ‘Can you point to the picture which shows a red rat eaterT  while 
bcing shown two pictures: one depicting a red monster cating blue rats, and the other one 
depicting a blue monster eating red rats. The children in the plural condition were 
asked: ‘Can you point to the picture that shows a red rats eater?" while bcing shown the 
same set o f pictures.

Throughout the experiment care was taken to usc even stress, so subjects would 
not be Ied to one reading or the other.

Children in the singular condition tended to interpret the compounds as not 
involving recursion. The ones in the plural condition tended to interpret the compounds as 
containing a NP, i.e. as having been generated recursively. This supports the hypothesis 
that young children (aged 3-5 years) distinguish belween compounds with a plural noun 
(inside) when fronted by an adjective. Alegre and Gordon’s experiment continues the
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experiment of Gordon (1985) and provides evidence that while disallowing regular plurals 
inside compounds, children know that regular plurals are allowed when they are preceded 
by an adjective. They interpret the adjective as part of the NP constituent inside the 
compound, which supports the hypothesis that in this case the compound has been 
generated through recursion.

Unfortunately, the problem of compounds is more complex. Alegre and 
Gordon’s experiment leaves the problem of the acquisition of compounds of the type 
publications calalogue unsolved. They admit the limits of their analysis: ‘ Even if we 
stay within English compounding, the problems remain extremely complex and difficult 
to account for in terms of acquisition. In the present study, we have examined only one 
kind of exception to the no-plurals-inside-compounds generalisation: those fronted by 
adjectives. But this does not exhaust the exceptions list’. (P.77)

The literature offers further evidence that regulars and irregulars are treated 
differently in the grammatical system at a very early phase. This time, evidence comes 
from early German. Clahsen et al. (1992) studied the acquisition of German noun plurals 
in relation to the question of how children treat the plural forms within compounds. In 
German, the plural form of nouns is determined, to some extent, by gender and morpho- 
phonological characteristics. Feminine nouns ending in -e form the plural with -n: die 
Strasse -  die Strassen. But there are many exceptions and the input which the German- 
speaking child receives is very uninformative about which is the regular plural:

(43) der Daumen -  die Daumen (thumb/thumbs): 0
die Mutter -  die Mutter (mother/mothers): 0 + Umlaut
der Hund -  die Hunde (dog/dogs): -e
die Frâu -  die Frauen (lâdy/ladies): -(e)n -
der Wald -  die Wălder: -er
das Auto -  die Autos (car/cars): -s

AII these plural morphemes are present in early German, but very often they are 
not used correctly. Many children tend to use 0, -n or -s when they do not know the 
appropriate plural. The fact that -s is also used in adult language for borrowings or newly 
created words made some linguists consider that -s is the default form for the plural of 
nouns in German, -s is a Level 3 inflection, unlike the other plural affixes, which belong 
to Level 1 or 2:

Level 1: irregular inflection - 0, -e, -er and irregular plurals
Level 2: -n plural and compounds
Level 3: regular inflection and default -s plural (Wunderlich 1986, cited in Clahsen 

etal. 1992)

Given that the -5 plural form belongs to Level 3, the prediction is that plural -s 
forms cannot occur inside compounds.

Clahsen et al. (1992) examined the Simone corpus (1; 7 -  3; 9 years) (CHILDES, 
MacWhinney and Snow 1989) in an attempt at finding out if German children have tacit 
knowledge that regular affixes cannot be used inside compounds. Simone does not often 
overgeneralisc the ‘regular’ plural morpheme, but, when she does, she uses -s as the 
rcgular/default form:

(44) manns (=Mănner) (men)
lopers (= Pullover) (pullovers) 
wauwaus (dogs)
lalas (pacifiers) (Clahsen et al. 1992:238)

In the 71 compounds found in the corpus the plural -s never appcars, though, in 
spile of the fact that other plural morphemes are used:
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(45) schweinehirt ( pig herdsman) 
bilderbuch (picture book) 
bananenquark (banana cottage cheese) 
katzentatze (cat paw) (Clahsen et al. 1992:239)

The data in the Simone corpus show that, in spițe of the fact that all the different 
types of plural endings were active, the default form was, in this case, -s. The 71 
compounds which exist in the corpus do not contain any plural -s form, not even when 
the non-head is a noun which takes an -s plural form:

(46) autobahn ‘highway’
gummihose ‘plastic pants’ (Clahsen et al. 1992: 239)

With some other children the default form is -n. The examination of their 
compounds led to the expected results: they did not use the default form in their 
compounds.

These empirical findings provide evidence in favour of Kiparsky’s level- 
ordering hypothesis. In German, adult/child language does not allow -s plural forms 
within compounds. Clahsen et al. suggest that Kiparsky’s hypothesis requires an 
additional condition on affixes: ‘default (regular) affixes cannot serve as input to 
compounding processes’ (p. 226).

SUMMARY

In this chapter a few questions related to the mdrphological development of 
children were addressed. It has been shown that the acquisition of regular and that of 
irregular forms represent two different mechanisms: regular inflection is linked to 
specific rules and representations of the computațional component, whereas the 
acquisition of irregular forms relies on an associative memory system.

Children tend to overgeneralise the regular pattern of inflection to irregular 
forms and to extend an irregular pattern of inflection to other regular forms because, for 
memory reasons, they cannot retrieve the appropriate form stored in the lexicon.

It has also been shown that choosing a regular or an irregular pattern of inflection 
for a new lexical item is mainly determined by the grammatical structure of words.

Children seem to have tacit knowledge of the ordering in which morphological 
rules can apply and they create or interpret compounds accordingly. In particular, they 
can distinguish between regular (or default) and irregular morphology.

Experimental data have been used as evidence that children are not rote learners 
of (inflectional or derivational) morphology and that, in the creation of new words, they 
are guided by more general principles. ,

Further Reading

Focussed: For morc about the way in which children use innovative words, read 
Clark (1993).

Advanced: If you are willing to find out more about the acquisition of 
morphology and the link between the formation of Noun-noun compounds and complex- 
predicate formation read Snyder (1995).

Textbooks: If you want a concise introduction to morphological development in 
anothcr textbook, read Chapter 3 in Goodluck (1991).
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MODELS OF SYNTACTIC DEVELOPMENT

'Before they grow so big, the baobabs start out by being little.' 
‘That is strictly correct, ’ I  said. 'But why do you want the 

sheep to eat the little baobabs?' He answered me at once, 
‘Oh, come, come! ’ as i f  he were speaking o f  something 
that was self-evident. And J was obliged to make a greal 
mental effort to solve this problem, without any 
assistance. (Antoine de Saint-Exupery -  The Little Prince)

KEY POINTS:
In this chapter you will learn about:
• the way in which generative acquisitionists account for the differences between 

child and adult speech
• different explanations of how child speech turns into the correct target adult 

speech
• the advantages/disadvantages of various hypotheses with respect to syntactic 

development '

1. Introduction

It is generally assumed in the literature dealing with first language acquisition 
that there is an orderly progression of stages in first language development. This property 
associates linguistic development with biologically programmed behaviour, which 
exhibits a pattern of ordered stages.

There seems to be consensus in the literature that child speech goes through a 
succession of stages, illustrated in (1):

(1) 0 -1 2  months: prelinguistic stage
12-18  months: single word stage (SWS)
18-24  months: early multi-word stage (EMWS)
24 -  30 months: later multi-word stage (LMWS)

oogh 
apple
(I) want apple 
I want to have 
an apple.

During the prelinguistic stage, that of babbling, the child produces only 
vocalisations to which no meaning is assigned and which gradually become more varied, 
finally turning into syllables such as /ba/, /ma/, etc. The baby focuses on the acoustic 
information in the language stream, which helps him/her to ‘segment complex non- 
linguistic events into what will be linguistically relevant units at the next phase’ (Hirsh- 
Pasek and Michnick -  Golinkoff 1996: 165). As early as a few days, babies are able to 
discriminate between thcir mother tongue and a foreign language from a different class 
and at about 4 or 5 months they can distinguish their own language from a foreign 
language in the same rhythmic class (Spanish vs. Catalan or English vs. Dutch, for 
example) (Jusczyk et al. 1992). Also, il seems that as early as two wecks, babies are able 
to discriminate between voiced and unvoiccd consonants (Crain and Lillo-Martin 1999), 
a sign that they arc on their way towards distinguishing phoncmic boundarics.
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The SWS is the stage of words uttered in isolation. The first words are names for 
things or persons in the environment. Studies of early vocabularies point out that almost 
half o f the words used during this stage are names for objects and that quite often these 
words are actually used with the meaning o f whole sentences.

Linguists have access to evidence which shows whether children have/ do not 
have knowledge o f parameter values only when children begin to utter two word 
utterances. It is possible that some parameter values have already been set before this 
stage, but this is a hypothesis which cannot be tested1.

1 But sec Wcxlcr (1998) for a morc radical point ofview  according to which children arc assumed 
to have set parameters correctly before entering the two-word stage.

Beginning with the EMWS, the child begins to string words together and to form 
simple ‘reduced’ sentences. The average vocabulary at the beginning of this stage is of about 
50 words (Nelson 1973) and sometimes the child may begin by simply reproducing rote- 
leamed structures whose meaning they may not know. Take for example the constant use of 
‘Ce crezi?’ (‘what do you think?’) used by a monolingual Romanian-speaking child (B., aged 
1; 5 -  1; 9) only to signal the wish to speak to an adult, or the wish to look at the pictures in a 
picture book, etc. But, in spițe of this, the vast majority of corpora reveal that the child is able 
to use a variety of semantic relations during this stage: agent-action, action -  theme, action- 
location, etc. (O’Grady 1997). New words are assigned to the different word classes. (Overt) 
grammatical formatives or funcțional categories seem to be either absent or rarely used. For 
example, in English, children omit determiners, auxiliaries and complementizers:

(2) baby [is] talking
Mummy [has] thrown it
[the] bunny [has] broken[its/the]foot 
want [to] go out (Radford 1990)

In Romanian, they omit auxiliaries, pronominal clitics and weak pronouns, the 
indefinite article and complementizers:

(3) [a] câdut pe jos
[has] fallen on the ground 
Moș Nicolae [le-][a] adus 
Saint Nicholas [them][has] brought (Avram and Coene 2001)

But, in spițe of the fact that funcțional categories seem to be systematically 
omitted (at least in some languages), children do not totally lack knowledge o f these 
classes. There is experimental evidence that, if  funcțional items are replaced with 
nonsense words which have the same rhythmic properties, sentence comprehension and 
sentence memory are negatively affected (Gerken and Mclntosh 1993).

Since the properties of funcțional categories have been assumed to be relevant 
for the syntactic compartment, we expect the lack o f funcțional elements to be reflected 
at the syntactic level as well. In English, yes-no questions are often signalled only by 
intonation at this stage:

(4) Fraser water?
No eat? (Goodluck 1991)

Wh- questions at EMWS are illustrated in (5) below.

(5) a. Where Kitty?
b. Where horse go? (Goodluck 1991)
c. What this?
d. Who that?
e. What colour is these? (Radford 1990)

108

https://biblioteca-digitala.ro / https://unibuc.ro



The vast majority of early questions are where and what questions and are often 
formulaic (Radford 1990). When a copula is used, there might be agreement errors, as in (5e).

The LMWS is associated with longer utterances and the correct use of 
grammatical formatives. At the beginning o f this stage, the child has a vocabulary o f 
approximately 400 words and a Mean Length o f Utterance (MLU)2 o f 1.75. At the end of 
the stage their vocabulary measures approximately 900 words and the MLU is about 2.25 
(Crain and Lillo-Martin 1999). Obviously, individual differences do exist, vocabulary 
size and MLU varying from one child to another.

2 Mean Length of Utterance (MLU): the average number of words which are used in the utterances 
recordcd in the speech sample of a child.

Yes-no questions are no longer signalled by intonation alone (6) but Subject- 
auxiliary inversion may still be absent in wh-questions (7):

(6) Can I  have a piece o f  paper?
(7) Why Kitty can ’t stand up? (Goodluck 1991)

* Linguists also agree that certain grammatical morphemes are acquired in a 
certain order, which may differ cross-linguistically. A child whose target language is 
English, for example, will go through the following stages:

(8) - in g
• -  plural - s

-  copula

-  auxiliary
-  participle

-  irregular past tense forms
-  regular past tense forms
-  3 pers.sg. - s
-  possessive

(Goodluck 1991)

The existence o f an orderly progression o f stages raises the question o f why 
language development follows a particular course and o f how this course is related to 
UG. For generative first language researchers the availability of UG for the acquirer is 
biologically given. However, there is no consensus with respect to the way in which UG 
functions in the process of acquisition and hence on how developmental facts could be 
accounted for. The literature offers a wide range of detailed descriptions of those 
acquisition facts which are used as empirical evidence in favour of one model of 
development or the other. As each model aims to explain how the child manages, in the 
end, to attain adult knowledge of his/her target language, learnability facts play an 
important part in the evaluation of the various hypotheses.

In this chapter the following questions related to the course o f language 
development will be addressed:

(i) is UG (fully) available to the child from the onset of acquisition?
(ii) if UG is available from the onset of acquisition, how can one account for 

the differences between child speech and adult speech ?
(iii) is child grammar qualitatively different from adult grammar?
(iv) why do children use non-adult structures and how do they get rid of them?

Recently, there has been considerable debale as to whcther UG is fully available 
Irom the onset o f acquisition (in which case, child grammar would not deviate from adult 
grammar in a radical way) or whether it is engaged gradually (in which case child and 
adult grammars would be qualitatively different since UG would not be fully available 
from the start). Three main positions have been taken with respect to the availability of 
UG at the onset of language acquisition:
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The Strong 
Continuity 
Hypothesis: all 
the principles 
of UG and all 
the funcțional 
projections of 
the target 
language are 
present and 
operative from 
the onset of 
acquisition.

(i) The Strong Continuity (or the Full Availability) Hypothesis, according to which 
all the principles and parameters of UG are available from the very beginning of the 
acquisition process. This hypothesis has two versions. The radical one assumes that the 
representations of child grammar observe both UG principles and the values of the parameters 
of the target language. According to the weaker version , the child’s representations obey UG 
principles but need not obey the parametric values of the target language (Borer and Wexler 
1987, Weissenbom 1992, Whitman, Lee and Lust 1991, Whitman 1994, etc.);

3

(ii) The Discontinuity (or No-Continuity) Hypothesis, associated with 
maturation, according to which UG is not accessed from the start. It becomes available in 
the course of development in a gradual fashion, perhaps biologically driven (Felix 1984). 
The child’s early representations violate UG constraints;

(iii) The Weak Continuity Hypothesis, according to which some (or all) 
funcțional projections may be missing at the onset of acquisition but some (or all) the 
principles are in place. The early representations may be deviant from the target system but 
are constrained by principles of UG4 (Lebeaux 1988, Radford 1990, Powers 1996, etc.).

This position has been labclled the Weak Continuity hypothesis in other Works (see, for example,
Weissenbom, Goodluck and Roeper 1992). I have ehosen to treat this line as a weaker version of the Strong
Continuity Hypothesis taking into account the fact that it assumes that UG is available and its principles arc 
all observed from the onset of acquisition. i.e. there is strong continuity in this respect.

4 This is the rcason for which 1 consider that such a position is not a discontinuity one. On such a 
vicw, UG is available from the very beginning. There is continuity with respect to UG. For a differenl poinl 
of view. see Wcisscnborn,Goodluck and Roeper (1992).

2. The Strong Continuity Hypothesis

2.1. Main assumptions

Within the Strong Continuity approach to language development, the child is 
assumed to have full access to UG from the onset o f acquisition. The syntactic phrase 
structure of the child is identical to the syntactic phrase structure o f the adult (Crain and 
Fodor 1987, Pinker 1984, Boser et al. 1992, Poeppel and Wexler 1993, Lust 1994, 
Schtitze 1995, Thornton and Crain 1998, among many others). In other words, all the 
principles of UG and all the funcțional projections (or at least the ones which exist in the 
target language) are present and operative in the child’s grammar from the very 
beginning. The early phrase marker is identical to the adult one:

The Strong 
Continuity 
Hypothesis: the 
differences 
belween child and 
adult speech are 
explained in 
lerms of 
Processing 
limilations, lack 
of relevant 
lexical, pragmatic 
or real world 
knowledge, 
pcrceptual 
consideralions or 
underspeci- 
ficalion of 
funcțional heads.
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Child grammar can depart from adult grammar only in ways in which adult 
grammars can differ from each other. Hence, no «wild» grammars which violate the 
principles o f UG are possible. The mistakes which children make represent (minimal) 
violations o f rules which constrain only the target language, but which represent choices 
available in UG. For example, it has been noticed that children acquiring non-null 
subject languages (like English, German or Dutch) occasionally produce nuli subject 
sentences during early stages of language development. Such sentences deviate from 
their target language but represent an option which UG makes available: there are nuli 
subject languages.

The fact that children’s productions differ from adult grammar is explained as a 
reflex of lexical leaming, of processing limitations, of perceptual considerations, o f pragmatic 
knowledge or of real world knowledge. For example, longitudinal corpora o f child speech 
reveal that young children acquiring English as their first language do not use 
complementizers of the type that or whether during early stages. This omission has been 
interpreted within this model as the result of a gap in the lexicon: the child has not acquired 
these items yet and hence cannot use them. Moreover, the absence o f overt complementizers 
is not taken as a proof that the child lacks knowledge of the syntax associated with these 
items.The German complementizer dass ‘that’ is also acquired relatively late. However, lack 
of this complementizer in early German does not mean that the German-speaking child does 
not have knowledge of embedded clauses. Experimental data show that children know about 
the complementary distribution between dass and the finite verb at a stage when the 
complementizer is not yet spontaneously produced (Weissenbom et al. 1998). Such 
explanations, however, raise the question of why complementizers and not adjectives, for 
example, are acquired so late (O’Grady 1997: 333).

Pinker (1984) explains the production of incomplete utterances as the reflex of 
processing limitations; the child’s representation of the meaning o f a grammatically 
incomplete sentence is, according to him, complete:

(10) a. Mummy [eat] apple.
b. 7 sit [on] chair.

A «processing bottleneck» is assumed to intervene between this meaning 
representation and the syntactic structure which encodes it, acting like a filter which 
allows only two-word utterances, three-word utterances, a.s.o. As the child grows older, 
his /her processing limitations decrease, the constraint is relaxed and the sentences which 
he/she produces are complete. But such an account also leaves the problem mentioned 
above unsolvcd: why does the bottleneck constantly «block» the same type o f elements? 
What exactly modifies the ‘bottleneck’ so as to make it allow longer utterances?

Weissenbom (1994) relates early grammar deviations from the target language 
to the child’s strategy o f avoiding those structures which ‘force their computațional 
capacities to their limits’ (p. 238). It is however important to notice that, on this view, 
children’s incomplete or simplified utterances are constrained by the so-called Local 
Well-Formedness Constraint. They involvc all the steps o f the adult derivation, minus 
onc/some. Thus, early surface strings are seen as the result of incomplete derivations: 
‘f...] the child sometimes fails to complete the dcrivational process and the premature 
structure surfaces’ (p. 235). Children have knowledge of the full set o f opcrations 
involved in the derivation (sometimes, correct forms arc uscd in alternation with 
incompletely derived ones) but they optionally choose to use simpler syntactic structures 
which require less computațional effort.

Anolhcr explanation for the differcnces between child and adult grammars relies on the 
role of the linguistic input: the changes in the child grammar are interpreted as reflecting changes 
in the input (Brown and Hanlon 1970, Wcxler and Hamburger 1973). Deprez and Pierce (1993) 
suggcst that the child’s analysis of the input changes over time, i.e. in the beginning, the child 
does not analyse the data in the input correctly or he/she does noi analysc it at all.
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One main 
argument in 
favour of the 
Strong 
Continuily 
Hypolhesis: 
the availability 
of movemenl 
in early 
grammar.

Perceptual considerations have also been invoked as the cause o f the lack of 
certain lexical items or certain structures. The underlying idea is that unstressed 
morphemes (markers of tense, aspect, agreement) are acquired later than stressed ones 
(Slobin 1985). The fact that children acquire the preposition fo r  before the 
complementizer fo r  (Nishigauchi and Roeper 1987) or the preposition to before the 
infinitival partide to (Pinker 1984) have been explained along these lines: the infinitival 
partide and the complementizer are instances o f unstressed morphemes.

Hyams (1996), examining what she calls the ‘opțional specificity stage’ (i.e. the 
stage when Tense and determiners may be absent) adopts the view that the full set of 
funcțional categories is available from the onset of acquisition and proposes that some 
funcțional heads are underspecified, in the sense that they must be interpreted deictically. 
Within such an account, the difference between child and adult grammars is not strictly 
syntactic but the result o f differences between the pragmatic system of the child and that 
of the adult. The child has to resort to discourse strategies in order to interpret the 
underspecified elements. Linguistic development involves a restructuring o f the mapping 
between grammar and pragmatics.

One of the main advantages of the Strong Continuity Hypothesis is that, postulating a 
minimum of difference between child and adult speech, one does not have any difficulty 
explaining how early grammars tum into adult grammars. The LAD is not assumed to change 
(or to change in a radical way) and the acquisitionist does not have to attribute ‘ad hoc 
grammars’ to the child (Clahsen 1992:56). But it fails to explain the systematic lack of 
articles, complementizers, (certain) prepositions or verbal morphology in early speech.

2.2 Arguments in favour of the Strong Continuity Hypothesis

Arguments in favour of the Strong Continuity Hypothesis are usually based on the early 
presence of syntactic movement of lexical elements to funcțional nodes. The absence of 
funcțional elements in overt syntax is not taken to be evidence that the child’s phrase marker 
lacks one or several funcțional projections. Within such an approach, the overt morphological 
realisation of funcțional structure is taken to be preceded by the existence of funcțional structure.

The theoretical assumption on which such arguments rest is that a maximal 
projection is legitimate even if its head is not filled with overt material; if  an element has 
moved to the Specifier position of the projection (to check its features in an agreement 
relation with the abstract features of the head) the projection is justified (Grimshaw 1993, 
Speas 1993). Re-interpreted from a minimalist perspective, such a view leads to the 
hypothesis that features can be checked from the onset o f acquisition since all the 
funcțional projections are assumed to be present. Also, since items come fully inflected 
from the lexicon, with a set of formal features which need checking and thus cause 
movement, the lack of overt morphological markers cannot automatically imply that the 
funcțional projections associated with those markers are missing. Given that feature 
checking drivcs movement, the proponents of this hypothesis have tried to prove that there 
exists movement during the early stages of language development. If one can prove that 
early child grammar has movement, this will represent evidence that the phrase marker 
contains those funcțional projections which serve as landing sites in the process.

2.2.1 The Nuli Auxiliary Hypothesis

Boser et al. (1992) examine the properties of the complementizer (CP) system 
and ihc acquisition of V2 in early German with a view to providing evidence that the 
child demonstrates knowledge of verb grammar in German very early (contra those 
hypothcses which claim that the early categorial inventory of child language is an
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impoverished version of that of the adult, Clahsen 1990, Meisel and Mtiller 1992). Their 
main assumption is that examples (10a) and (10b), which represent child utterances, are 
structurally identical to the corresponding adult sentences:

(11) a. Jem wanț [,P Mummy [, e [v take] it out] 
b. [CP [ C e] [1P [NPe][, e][Vp doing what there]]]?

(10a) and (10b) are assumed to contain funcțional heads and their projections. 
They differ from their adult counterparts in that the head and the specifier nodes of some 
projections may remain empty at S-Structure. The theoretical implication would be that 
maximal projections of funcțional categories in child speech are allowed even when both 
the head and the specifier are empty, i.e. nuli projections are allowed in child grammar:

(12) XP

Spec X’ ---------- ►
0  XP is allowed

X° YP
0

The corpus they use includes recordings of 30 children (aged 21-34 months), 
whose natural speech was studied in detail, and the results of two experimental elicited 
imitation studies on 40 children (aged 2—4 years). The target language is German. The 
samples prove the availability of head movement, in particular of V to C (in 12 below the 
finite verb has raised from VP), as well as of topicalization (i.e. movement of a DP or an 
Adverb to CP) at a very early age:

(12) a. Hab ein hier. 
have one here 

b. Das geht da.
that goes there

(13) a. Da ist der. 
there he is

There is 
evidence that 
V-to-I-to-C 
movement is 
available in 
early 
German.

b. Mit der papa fahrt Anita.
with the papa goes Anita ( Boser et al. 1992: 53-54)

Topicalizations are present in 6%-34% of the utterances in the sample which 
they analysed, throughout all ages.

In between 20% and 66% of the utterances which contain a finite moved verb are 
questions. Given the fact that in questions the verb moves to C (as shown in 14), these 
data represent evidence that the child’s grammar has V-to-I-to-C movement:

(14) CP

In (15) below ist has raised to 1 and then to C:
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The nuli 
auxiliary 
hypolhcsis: 
early non-finite 
slmclures have 
the funcțional 
archileclure of 
adult clauses 
but contain a 
nuli auxiliary 
which has 
moved lo C.

(15) Ist der Bar da ?
is the bear there

Finite verb movement to C, as well as the wide range of auxiliaries (haben 
‘have’, sein ‘be’, tun ‘do’-dialectal) and modals which always appear in V2 position in 
the corpus, suggest that IP and CP are available from early stages. The syntactic 
representation of the child is claimed to be structurally identical to that of the adult 
throughout development. V-to-I-to-C raising exists in early child grammar, providing 
evidence that the targeted funcțional projections are available at this early stage.

But sentences like the ones in (16), though not very frequent, seem to question 
this proposal:

(16) a. der eine Hose anziehen 
he a pants on-put-inf

b. nur die Buch mal sehen 
only the book once see-inf 

c. Reh gelauf
deer run (participle)

The verb is non-finite and occurs in sentence final position, in spițe of the fact 
that it is used in a context in which a finite form is required in the target language. This 
suggests that the lexical verb has not moved5,6.

Boser et al. (1992) propose that this early pattern contains a non-overt auxiliary 
in C at S-Structure. Whenever the lexical verb is non-finite and sentence final it occurs 
as the complement of a (nuli) auxiliary which occupies C. This is the so-called nuli 
auxiliary hypothesis defined as follows:

(17) In those structures which contain a non-finite verb form 
(infinitive or participle) and no overt tensed auxiliary, C is occupied at 
S-Structure by a nuli auxiliary moved from its position in V or I, whose phi- 
features (including tense and agreement features) are recoverable under 
licensing conditions for nuli pronominals (in this particular case by Spec- 
head agreement).

Arguments that nuli auxiliaries are licensed by Spec-head agreement are closely 
linked to the presence of the subject in all the nuli auxiliary utterances. This allows the 
nuli auxiliary, which has moved to C (18), to check its phi-features in a Spec-head 
agreement configuration whose specifier position is occupied by the overt subject:

(18) CP

Such utterances represented important arguments in favour of an “extended verb final stage” in 
early German (Clahsen and Muysken 1986).

6 As will be shown in 2.2.2., where the analysis in Poeppel and Wexler (1993) is presented, the 
sentences in (16) are not problematic: non-finite verbs are sentence final in adult-German, ihey do not move.
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(19) CP

Spec CP
Subject / / \

K C° IP 
» nuli aux

When the topicalized element is a non-subject topic moved to Spec CP, no 
agreement relationship can obtain between the nuli auxiliary and the moved element:

(20) CP

Spec CP
No Subject / \

C° IP
-----------  nuli aux 

î
No agreement

How does the child get rid o f the non-adult null-auxiliary utterances? The 
authors o f the study suggest that obligatory realisation o f overt auxiliary involves 
lexical learning. Since lexical realisation o f auxiliaries is language-specific, it cannot 
be derived from UG; the child will have to learn that the auxiliary must be overtly 
realised and how on the basis o f positive evidence.

One advantage o f this approach7 is that the child’s grammar does not have to 
change from no or opțional I to C movement to obligatory I to C movement.

A few problems seem to have remained unsolved though. Why do children 
systematically omit auxiliaries and not other classes of verbs? With Boser et al., the term 
auxiliary also includes modals, which have a rich semantic content, which means that 
lack of substantive content (which has often been invoked) cannot be a viable 
explanation. The nuli auxiliary hypothesis does not answer this question.

Further arguments against the nuli auxiliary hypothesis are related to the 
predictions it makes. If all the clauses in early child language are full CPs, we should 
come across infinitival wh-questions. But it seems that this prediction is not borne out 
cross-linguistically. Data from early Dutch (Haegeman 1995), early German and early 
French (Crisma 1992) show that such utterances are unattested in these early grammars.

One more prediction is that nuli auxiliaries and hence infinitival constructions 
should be dependent on the existence of a filled Spec o f CP, the landing site of the 
subject DP. But empirical data disconfirm it. Subjectless infinitival structures as well as 
infinitival structures with an object or an adverbial in inițial position (21) have been 
attested in child German:

(21) das auch mone hol(en) 
this also (si)mone get 
auch baby essen 
also baby eat (Weissenborn 1994: 219-220)

2.2. 2 The Full Competence Hypothesis

Poeppcl and Wexlcr (1993) provide evidence in favour of what they caii the full 
competence hypothesis, a variant of the strong continuity hypothesis, on the basis of empirical 
data from child German. Within their approach, the child has the adult grammar, in particular:

For a discussion on how the nuli auxiliary hypothesis can answer questions related to the opțional 
infinitive stage sce Chapter 6.
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(i) the child knows the difference between finite and non-finite forms
(ii) movement is available, which means that the targeted funcțional 

projections are also available
(iii) word order in child German suggests that the funcțional projections IP 

and CP are available at a very early stage.

Their main arguments are related to the position of finite and non-finite verb 
forms and the status of sentence-initial elements in early child German.

The corpus they examined is the one provided by the transcript of Andreas (age 
2; 1, monolingual) from the CHILDES database (MacWhinney and Snow 1985).

The representation of German clauses assumed in the analysis is the one in (22):

(22) CP

Spec C’

C° IP

Spec T

VP 1°

Spec V’

NP V°

Since German is a verb-second language, when the verb is finite, it moves to I 
and then to C (V-to-I-to-C movement) and the Specifier position of CP must host an 
element which has moved to this sentence inițial position. This element can be a DP 
subject, a DP object or an adverb:

(23) 8CP

V’

DP V°
finite verb

But if the verb is non-finite, it will remain in its sentence-final position:

K Pocppcl and Wcxler usc this representation for the German phrase-marker in order to capture the 
word order O-V.
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(24)

On this model, child and adult German are identical. Hence the prediction is that 
we should find the alternation finite-verb in C° -  non-finite verb under the VP in the 
matrix clauses available in samples of early German.

Poeppel and Wexler examined 282 indicative declarative sentences present in the 
corpus. The empirical data show that there is contingency between the position of the 
verb and its inflectional status, as seen in Table 1 below:

Table 1
+ Finite Verb . -  Finite Verb

Verb Second 216 utterances 7 utterances
Verb Final 15 utterances 44 utterances

(Poeppel & Wexler 1993: 6)

Andreas places the finite verb in verb second position most of the time, which 
indicates availability of verb movement at this stage of linguistic development. After the 
first screening, all the two-word utterances were eliminated (since in such sentences the 
second position was also the last position). The results are not different from the ones in 
Table 1. Out of 282 declaratives, only 251 sentences were at least three-word utterances. 
The examination of the data reveals the same consistent and systematic distinction 
between finite/non-finite verbs at this early stage, as can be seen in Table 2:

Table 2
+ Finite Verb -  Finite Verb

Verb Second 197 6
Verb Final 11 37

( Poeppel & Wexler 1993: 7)

The consistent contingency between the inflectional status of the verb and its 
placement in the sentence is taken to represent solid proof that verb movement is available 
and that the funcțional projections targeted by verb movement (1P and CP) are present in 
the child’s phrasc marker at this early stage. In spițe of the fact that overt complcmentizers 
are not present, the availability of head-to-head movement of the verb shows that the 
funcțional projection associated with complcmentizers is present. The same movement 
proves that the phrase marker contains an IP, in spițe of the fact that Andreas may 
occasionally use the infinitival form of the verb in matrix clauses.

Further evidence in favour of the Full Competence hypothesis comes from the 
analysis of the status of the element which occurs in sentence-initial position in those 
utterances in which the verb has moved out of the VP. The key idea is that if we only 
came across DP subjects in sentence inițial position wc would not have clear evidence 
that the verb moved as high up as C". Sentence-initial DP-subjects could have raised to

The Full 
Competence 
Hypothesis: 
all the func
țional pro- 
jeclions of the 
adult phrase 
marker are 
available 
from the 
onset of 
acquisilion; 
movement is 
also available.
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Spec IP in which case the verb could have landed in 1°. But if  other elements (DP objects 
or adverbs) are found in sentence inițial position, this will provide convincing evidence 
that the verb is in C°. Andreas’ corpus contains 180 sentences with overt subjects out of 
which 50 have a non-subject element in sentence-initial position. This proves the 
availability of both IP and CP. The conclusion Poeppel & Wexler reach on the basis of 
these data is that the grammatical system of the child is in place from the onset of 
multiword speech.

Though providing evidence that the early inflectional system in child German is 
identical to the adult grammar, the study does not answer the question raised by the 
infinitival forms used in ‘finite’ environment in early child grammar: why are such forms 
used in matrix clauses, if  the child can systematically distinguish between finite and non- 
finite forms?

2.2.3 Minimalist Arguments
Overt morpho- 
logical markers 
are omitted in 
early grammar 
because the 
child tries to 
avoid incorrect 
forms.

Most proponents of the (Strong) Continuity Hypothesis, though providing evidence 
in favour of movement to funcțional projections, cannot account in a direct way for the 
systematic absence of overt funcțional material in early child grammar. Borer and 
Rohrbacher (1998) argue that it is precisely the absence o f this overt material «which 
provides evidence FOR, rather than AGAINST, the existence o f funcțional structure in the 
early grammar» (p. 4).

According to their scenario, the child will constantly and systematically avoid using 
funcțional material in an attempt at avoiding incorrect forms whose morpho-phonology he/she 
has not acquired yet. Funcțional projections are present from the onset of acquisition but the 
child has no knowledge of the corresponding funcțional morphemes.

Arguments in favour of this view are mainly theory-internal and they are discussed 
within the framework provided by the early Minimalist Program (Chomsky 1993). 
According to this model, each lexical item (verbs included) comes fully inflected from the 
lexicon, i.e. each item which enters the Numeration carries formal features and is inserted 
in the syntactic structure fully inflected. These features are checked, in the derivation, via 
overt or covert movement, against the content of funcțional heads. For example, a verb 
comes fully inflected from the lexicon (with tense and agreement markers), it carries a set 
of V-features and is inserted into V. The subject DP carries a set of N-features and is 
inserted in the specifier position of VP. Inflection, in its tum, has a set of V-features and a 
set of N-features. The subject DP moves to the specifier of IP, where its N-features are 
checked against the N-features of I, and the verb moves to I, where its V-features are 
checked against the V-feature of Inflection. If all the features match (as in 25), they are 
eliminated and the derivation is legitimate:

NPi Vk I i, tk
She dances N -f V-f
N-f V-f W  3SG—
3 S G - 3SG-PRES — —

-PREȘ

If onc of the features of Infl conflicts with one of the V-features of the verb (as the 
oncs bolded in 26) or with one of the N features of the noun, the derivation will crash at PF:
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(26) *IP

1° VP

Vk I ti tk
7 dances N-f V-f
N-f 3SG 1SG 1SG
4 S G - PREȘ—

What makes (26) ungrammatical is precisely the presence of Inflection which 
has features that do not match with those of the verb. This fact shows that in the absence 
of a funcțional projection IP, nothing would prevent, according to Borer and Rohrbacher, 
a sentence like (27):

(27) *7 dances.

Without IP, the features of the inflected forms could not be checked and hence 
syntactically inappropriate forms could not be ruled out.

The prediction for language acquisition would then be that children would use 
inflected forms randomly if their phrase marker did not have an IP. Empirical data 
support the Strong Continuity hypothesis. When morphemes are used, they are used 
correctly, which means that they are subject to adult-like checking and consequently the 
child’s phrase marker must contain the same funcțional projections (relevant for the 
checking process) as the phrase marker of adult grammar. For example, when tense and 
agreement morphology is used in early English, it is used correctly (Harris & Wexler 
1996). When German-speaking children use agreement markers, they use them correctly 
(Clahsen & Penke 1992). In child Greek there are no unambiguous agreement mistakes 
(Varlokosta, Vainikka & Rohrbacher 1996). Finally, agreement mistakes are rare in 
French (Pierce 1992), Italian (Guasti 1994), Spanish and Catalan (Torrens 1995)9.

On such an account, language development is reduced to the acquisition of 
morphological markers, a conclusion which falls nicely within the general minimalist 
assumption that morphology is the locus of language variation. The child is endowed 
with UG, which is active from the onset of acquisition; what the child has to learn is the 
morphology of his/her target language.

Borer & Rohrbacher (1998) also claim that there exists empirical evidence which 
shows that lack of funcțional projections leads to random usage of inflected forms. They 
compare child language to the speech of agrammatic aphasic patients, which has been 
argued to reflect the loss of funcțional structure. The inflected forms are always used 
correctly in child language, while studies of agrammatic aphasic patients (whose native 
language is French, Italian or Hebrew) reveal that they produce a substanțial number of 
tense and agreement mistakes10. Within the minimalist framework adopted in their study, 
the random use of morphological markers can only be explained as the reflex of the 
absence of funcțional projections. The features of the fully inflected items cannot be 
checked against a relevant syntactic environment. The conclusion they reach is the

9 But see Accounts o f the Opțional Infinitive Stage for empirical data from child English which 
contradict this generalisation.

"' Scnlences (i) and (ii) below illustratc the type of mistakes they make:
(i) Poi ritoina la mia casa.

then return3SG to my hoțise
‘Then 1 return homc’.

(ii) Le loup demande au ou il va.
the wolf asks to-the where he go-3SG
‘The wolfasks Littlc Red Riding Hood where he is going’ (Borer & Rohrbacher 1998: 14-15)
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Language 
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driven by 
biologically 
determined 
mechanisms.

following: ‘While the random behaviour of agrammatic patients is entirely compatible 
with the loss of funcțional projections, the contrast between agrammatic patients and 
children strongly supports the claim that in the early grammar, these funcțional 
projections arepresent.’ (p.16).

At least one problem remains unsolved: if, under minimalist assumptions, all the 
items come fully inflected from the lexicon, what exactly in early grammars allows the 
child to take some items bare from the lexicon before he/she acquires the morphology of 
the target language? One possible solution would be to question the strong lexicalist 
assumption of the Minimalist Program according to which all the items come fully 
inflected from the lexicon. The mistakes which one comes across in child language may 
suggest that some morphology (agreement on the verb, for example) cannot come straight 
from the lexicon but is fîltered by syntax. One would need to asssume that there is access, 
in the computațional system, to morphology after (Bonet 1991, Chomsky 1995) or before 
(Avram 1998) Spell-Out. The child’s access to this component may be delayed by lack of 
knowledge of the paradigm, i.e. certain items cannot be always retrieved when needed, as 
well as by the heavy computațional load they may involve.

3. The Discontinuity Hypothesis

3.1 Main assumptions

At the other extreme, acquisitionists claim that early stages in language 
development are not constrained by principles of UG. Within such an approach, the 
child’s phrase marker is fundamentally different from the phrase marker of adult 
grammars and there is discontinuity in development from child to adult grammar. The 
early grammar is constrained only by those principles that have matured, but may violate 
those UG principles which have not been subject to maturation yet. The child can 
produce structures which represent violations of UG, i.e. wild grammars are possible.

Maturation plays an important part in the explanation of the orderly progression 
of stages which is hypothesised to be driven by a biologically determined timetable and 
which is, to a certain extent, independent of experience.

In spițe of the fact that discontinuity approaches rely mainly on maturation 
to accommodate developmental facts (Felix 1988, 1992), maturation should not be 
necessarily associated only with this model of syntactic development. There are studies 
which invoke maturation as a possible explanation but which argue in favour of one form 
or the other of the continuity hypothesis. Borer & Wexler (1987) and Wexler (1992) 
propose what they caii a UG-Constrained Maturation, a hypothesis which ‘casts the 
study of Universal Grammar solidly within a biological framework, where maturation is 
central to development’ (1992: 148). On such a view, child grammar is governed by UG 
principles at every stage (the very early ones included) but certain structural descriptions 
(made available by UG) are maturationally unavailable to the child until a certain age. 
Wild grammars are impossible under such a hypothesis. Tsimpli (1991) puts forth the 
idea that maturation affects only the acquisition of funcțional categories, not the 
principles of UG, which are, according to her, available from the onset of acquisition. 
Stevenson (1992) providcs data from binding thcory as evidence in favour of the 
continuity view and maturation.

3.2 Language Acquisition as a maturationalprocess

One of the proponenls of the discontinuity hypothesis, Sasha Felix, put forth the 
idea that language acquisition is a process driven primarily by internai, biologically
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determined mechanisms. According to Felix (1984, 1987,1992) the principles o f UG are 
not fully available and active from the very beginning of the language acquisition process; 
they emerge successively, in a specific order, determined by a maturational schedule:

Although the set o f  universal principles is fu lly  and exhaustively 
specified by the ch ild ’s genetic program, each o f  these principles is somehow 
'latent ’ up to a specific point in time after which it will start to operate and thus 
constrain the child ’s knowledge o f  what may be a humanly accessible language. 
(Felix 1978:114)

He opposes ‘maturationism’ to what he calls ‘perceptionism’ (according to which 
child grammars fall completely under the constraints of UG), arguing that ‘UG is not the 
only [...] component that Controls language development, but rather that -in addition to 
UG- there.is an innate maturational schedule which, loosely speaking, determines what the 
child will do at what time.’ (Felix 1992:27). Such a hypothesis seems to tender the 
innateness hypothesis even stronger since it proposes that the child is not only endowed 
with UG (though not operative from the beginning) but also with a biological mechanism, 
which is responsible for the successive ordering of stages in the process o f acquisition.

Felix’s main argument is that early child grammars do generate structures that violate 
principles of UG in different domains. The only possible explanation is, according to him, the 
inoperativeness of the relevant principle(s) at that particular stage. For example, during the 
earliest two-word stage, English-speaking children produce utterances like the ones in (28):

(28) a. Mummy bathroom (for ‘Mummy is in the bathroom”)
b. sit lap ( for ‘want to sit on M ummy’s lap’)
c. throw daddy (for ‘throw it to Daddy’)
d. slipper doggie (for ‘Put the slipper ori the doggie’) (Felix 1992:30)

Early 
grammar 
generates 
structures 
which violate 
principles of 
UG.

According to Felix (1992) such utterances represent headless maximal projections 
which violate X-bar theory according to which a maximal projection must have a head. 
Children’s language seems to be structured entirely on the basis of semantic categories and 
semantic relations are directly mapped to surface expressions without any intervening 
syntactic level. The child will know the correct order of lexical heads and their 
complement(s) as soon as the maturational emergence of X-bar principles has occurred.

During early stages, children also frequently produce noun+noun constructions 
in a subject-object relationship, as illustrated in (29):

(29) a. baby milk (for ‘the bay wants the milk glass’) 
b. cat more meat (for ‘the cat needs more meat’) 
c. girl dress (for ‘the girl is wearing a dress’) (Felix 1992:32)

In such constructions, the verb is constantly omitted, which means that there is 
no theta-role assigner in the utterance, in violation of theta-theory. The only possible 
explanation would be that the Theta-criterion" is not available yet. The child will 
abandon such verbless structures as soon as this principie emerges.

Further arguments that child grammar violates principles of UG come, according 
to Felix, from the domain of Case theory, which is responsible for explaining constituent 
order constraints in natural languages. Sentences like the ones in (30) below are taken as 
indicative of the children’s lack of knowledge of Case theory:

(30) a. balloon throw (O-V)
b. Mommy hit Kendall (O-V-S)

The word order in (30a-b) is taken to be a violation of UG. Howevcr, such 
utterances cannot represent instances of wild grammars, since OV and OVS are allowed 
in othcr languages. They represent deviations from the target grammar, not from UG.

" The Theta critcrion States that cach argument in a scnlencc must bcar a themalic role (Agent, 
Patient. Thcme. Expericnecr). The verb is a prototypical theta-role assigner.
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In Felix (1984, 1987) the developmental sequence o f child German is analysed 
along the same lines. It is argued that the German-speaking child begins with a stage during 
which the order o f constituents is randomly used, in violation o f X-bar theory. The 
transition from this early stage to the next one, when the word orders SOV and SVO are no 
longer randomly used, is accounted for by assuming that X-bar principles mature some 
time before the second stage12.

12 For a criticai discussion of Fclix's analysis of the German data sec Clahsen (1992).

Placing maturation at the core o f language development, such a discontinuity 
approach enhances the view that language is part o f our biological endowment and is in 
line with studies of the development of other innate biological systems. Also, the claim 
that there are criticai developmental poiuts for various properties o f UG (see also Borer 
and Wexler 1987) can explain why certain structures emerge in a certain ordering along 
the developmental process. However, it fails to provide an explanation for how the child 
can search within the huge hypothesis space with no constraints to help him/her.

4. The Weak Continuity Hypothesis

4.1 Main assumptions

The proponents of this model of language development take the absence o f overt 
inflectional morphemes as the reflex o f the absence o f those funcțional projections 
associated with the missing markers. If  the head of a particular projection is not overtly 
realised, there is no maximal projection and hence no possible landing sites for any 
related movement. Unlike the proponents o f the Strong Continuity Hypothesis, those 
who argue for a weak version of continuity do not allow empty projections. A 
projection must have its head filled with lexical material, i.e. the affixes associated with 
that particular projection have to be overt or, according to less radical proponents, a 
projection is justified if  its head is either filled with lexical material or contains abstract 
features (in which case, the Specifier position must be filled). This less radical 
assumption subsumes the principie of economy of representation as stated in Chomsky 
(1989), Grimshaw (1993) or Speas (1994).

Within this approach, the child’s phrase marker deviates from the adult phrase 
marker (one or several funcțional projections may be missing at an early stage) but the 
utterances produced by the child do not violate UG at any point. Wild grammars are 
not allowed.

The Weak Continuity Hypothesis can be said to fall into two main variants:

(i) The No Funcțional Projection Model, which goes rather radical in holding 
that there are no funcțional projections at all at the onset o f acquisition (Guilfoyle and 
Noonan 1988, Lebeaux 1988, Radford 1990, Platzack 1990, Powers 1996, a.o.). The total 
lack of funcțional categories may qualify this approach as a discontinuity one. However, 
most o f the studies arguing in favour of the weak continuity hypothesis do not deny the 
availability and operativity o f some or all UG principles. On the contrary, some of them 
explicitly show that child utterances are constrained by theta-theory or X-bar theory.

(ii) The Truncation Structure Model, which holds that lower funcțional projections 
are available from the start, whereas the higher ones are acquired at a later stage (Meisel & 
Miiller 1992, Rizzi 1993/1994, Weissenbom 1994, Ingham 1998). Some truncation studies 
assume that there is one single, underspecified funcțional projection available at the early 
stages of acquisition (Clahsen 1991, Hoekstra, Hyams & Becker 1996).

The developmental accounts proposed across the two variants of the Weak 
Continuity Hypothesis are quite different from one another. Several positions have been taken
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with respect to how the missing funcțional projections emerge in the course of acquisition. 
One position argues that they develop gradually (Tsimpli 1991, Vainikka 1993/1994, Powers 
1996). The other position supports the view that all the funcțional projections appear at once 
(Radford 1990). The role of maturation in the growth of the phrase marker is invoked by some 
acquisitionists (Radford 1990, Tsimpli 1991, Rizzi 1993/1994) but denied by others (Vainikka 
1993/1994, Powers 1996).

In what follows a selection o f studies representative for each main position will 
be presented.

4.2 The No Funcțional Projection Model

4.2.1. The lexical theta-subtree account

On a no-functional-projection model, at the SWS, child speech lacks all 
funcțional elements. The child’s first structures are claimed to be lexical.

' Lebeaux (1988) is one o f the first proponents of the hypothesis that early 
grammar is purely lexical, a mere representation of argument structure. Its content is 
determined by X° (lexical) elements; an utterance like eat, for example, would have the 
following representation:

(31) V

(agent) V .

V (patient) 
eat

The theta-grid of each word is represented in a tree-form in the lexicon. The tree 
is not a maximal projection since it is not formed through projection. At the SWS, there 
is no syntax in the child’s speech. But words are not used in vacuum; they are associated 
with a theta-grid which is not overtly realised. This is a lexical stage, during which words 
(or single word utterances) are a representation of pure theta-relations.

The theoretical implications of this view are manifold. On the one hand, the theta- 
grid is allowed real syntactic status. On the other hand, the demarcation between lexicon 
and syntax is weakened: they both use the same type of formal representation (i.e. tree 
structures). From the point of view of acquisition, Lebeaux’s view suggests that theta- 
relations are analytically prior to other types of primitives (such as case-theoretical 
primitives, for example) and, in supporting the view that the child starts with a lexical- 
looking grammar he actually argues in favour of the semantic bootstrapping hypothesis 
(Pinker 1989, 1994, Grimshaw 1989).

What developmental story does Lebeaux suggest? How does the child build the 
adult phrase structure in the end within this approach? He puts forth the following 
hypothesis: since the Projection Principie1-' plays a crucial role in the adult grammar, it 
would be odd to think that it plays no part in early grammar as well. It should be 
conslrued, Lebeaux argues, as a continually applying rule Project a , which holds at all 
levels of representation. In the course of acquisition, it behaves as a rule which matches 
the lexical tree to the syntactic tree, i.e. which generates the phrasal syntax from the 
lexical syntax and binds the two together:

13 One possiblc definition of this principie could be: Lexical infonnation is syntactically 
represented.

The No- 
Functional 
Projection 
Hypothesis: 
early 
projections are 
purely lexical.
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(32) V Project a  VP

see ( )

Lexical entry ( at SWS)

see ball

Syntactic projection (at EMWS)

The lexical representation projects itself into the phrasal syntax, retaining the 
structure of the lexical entry. The Information encoded in the lexical entry is faithfully 
projected. The output of Project a  includes both the lexical Information and the syntactic 
one. As can be noticed in (32), at the EMWS the phrasal system is not complete yet. 
Funcțional elements are still absent.

At the LMWS, funcțional elements emerge; evidence in favour o f their 
emergence is presence in the surface string, their overt realisation:

(3 3) LMWS see (the) ball 
VP

V° DP
see (the) ball

Lebeaux proposes that levels o f grammatical representation correspond to the 
output o f acquisition stages (the so-called General Congruence Principie), an idea which 
is at the core o f any structure-building account o f language development14.

14 Some researchers trcat Lebeaux's acquisition model as an instance of the Discontinuity 
Hypothesis: ‘Clearly, the Lebeaux’s proposal instantiates a discontinuity hypothesis regarding UG, because il 
fractionates grammars in terins of levels of representation. In the adult grammar, in contrast, levels of 
representation cannot be dissocialed from each other’ (Lust 1994:89). However, we have scen that early 
representations do not violate all the principles of UG and hence Lebeaux’s proposal cannot be interpreted as 
support in favour of the Discontinuity hypothesis (at least, not as it has becn defined in this chapter).

15 This proposal can also be found in Alkinson (1985), who argues against the child’s acccss to a
system of syntactic representation at the SWS or in Bcrman (1988). where the one-word phase of language 
acquisition is dcscribed as largely ‘agrammatical’. For a differenl point of view, according to which child 
speech is categorial, sec Powers (1996).

4. 2.2 A radical approach

Radford (1990) is one of the most radical proponents o f the No Funcțional 
Projection Hypothesis. According to his developmental model, the syntactic structures 
found in early child English differ from those found in adult English in two respects:

(i) child sentence structures lack funcțional elements altogether, being 
projections of lexical heads ( N, V, A, P) only;

(ii) child sentence structures represent lexical categories bound together by 
thematic relations.

Just like with Lebeaux (1988), during the SWS, child speech is assumed to be 
purely lexical. Radford (1990), though, goes more radical. At this age, he claims, child 
speech is also acategorial. Words have phonological and semantic properties, but they lack 
categorial ones15. For example, the child knows that cat has the phonological form /kaet/ 
and he/she associates it with a certain constant meaning; but he/she does not know that cat 
is a common countable noun. That is why Radford calls this stage theprecategorialstage.
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Categorisation emerges in child speech once there is clear evidence that 
inflectional morphemes are used selectively, contrastively and appropriately. Empirical 
data suggest that at the EMWS (possibly around the age o f 20 months), the child 
grammar produces word combinations which look very much like maximal projections:

(34) a.Cup tea.
b.Big plane.
c.Open box.
d. Want Teddy. (Radford 1990)

At this stage, syntax is organised in terms of grammatical classes and 
grammatical relations. The structures are no longer acategorial, they turn into categorial- 
thematic structures, i.e. their constituents have both a categorial and a thematic function:

(35)

NP V ’

Agent V NP (Patient)

Baby eat cookies

Categorisation and projection become operative at the same time since projection 
is seen as an inherently categorial process: ‘Once we have evidence that children have 
developed the four lexical word categories N, V, P and A we also find evidence that they 
«know» how to project them into the corresponding phrasaj categories NP, VP, PP and AP, 
and thus have developed an N-system, V-system, P-system and A-system’ (Radford 1990).

As can be seen in (35) above, child speech still lacks funcțional categories. This 
stage is called, in Radford’s model, the lexical stage. The child’s phrase marker deviates 
from the adult’s in that the grammar does not project funcțional categories yet:

N°

But lexical categories, available at this stage, project according to X-bar theory’ 
and the trce also reflects the thematic relations bctwcen the constituents of the phrase:
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(37) Baby eat cookies. 
VP

NP V’

Agent «— V° NP
Patient

In this respect, child’s grammar is identical to the adult’s.
Evidence in favour of the lack of funcțional categories at this early stage comes 

from the Determiner domain, the Inflection domain and the Complementizer domain.
The systematic absence of articles or any premodifying determiners is taken as 

the most obvious proof that children use nominals which lack a syntactically projected 
D-system in contexts where adult grammar requires DPs:

(38) a. Where helicopter?
b. Stickgone.
c. Reading book.
d. Want ball

Possessive ls is also absent from child speech:

1 Ever since Pollock (1989) Tense and Agreement are distinct categories, which head their own
projection. From the poinl of view of acquisilion. on a structure-building model, this implies that one is
acquired after the other; there might be a stage when Tense has been acquired, for examplc, but when
Agreement is still absent. This hypothesis has been proved conect in some studies, as for example in Ingham
(1998) where il is argued that there is a stage in English-spcaking children’s language development when
Tense but not Agreement is present. The other way round, one might takc the acquisilion data as support in
favour of the cxistencc of two distinct categories: Tense and Agreement.

(39) a. That Kimmy ball.
b. Mommy shoe.
c. Kathryn sock. (Radford 1990: 106-107)

Given that the I-system is absent, the prediction will be that children utterances 
should not contain modals16, auxiliaries or Tense and Agreement affixes. The prediction 
is borne out by empirical data. At this stage children systematically omit modals, both in 
spontaneous speech and in imitation tasks (40), the auxiliaries have, be or do are not 
productive (41) and negative sentences do not contain auxiliaries (42):

(40) Adult model sentence Child’s imitation
a. Mr Miller will try.
b. I will read the book. 
c. /  can see a cow.

Miller try.
Read book.
See cow.

(41) a. Daddy gone.
b. Tractor broken.

(42) a. Man no go there.
b. no Iamb have it (Radford 1990)

During the lexical stage, children use tenseless/agreementless verbal forms in 
contexts which require a verb inflected for tense and agreement17:

(43) a. Mommy go.
b. Adult: What didyou draw?

Child: Hayley draw boat.

Infinitival to is also absent:

16 Radford adopts the current GB vicw that the English modals are base-generated under Inflection.
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(44) a. want go out
b.want Daddy get chocolate

Given the fact that early child English shows no evidence of acquisition of the 
morphosyntax of those elements associated with Inflection, we also expect child 
grammar to lack Nominative Case assignment. Moreover, Case is a property of DPs. 
Since the D-system is absent at this stage, Case plays no role and the Case Filter cannot 
be operative.

The C-system, associated with elements which are both funcțional and non- 
thematic, is also missing at the lexical stage. Children’s complement clauses lack overt 
complementizers (45), Subject-Auxiliary inversion does not apply (46) and Wh- 
movement is not productive (47):

(45) a. want hat on.
b. want baby talking

(46) a. Fraser water ?
b. Chair go?
c. Mommy eggnog?

(47) Adult model Child’s imitation
a. Where does daddy go ? Daddy go ?
b. Where shall I  go? Go.

Children continue to misanalyse inițial wh-expressions in copula construction as 
subjects even at a later stage:

(48) a. What colour is these ? -
b. What’s those?

They also give inappropriate replies to wh - questions:

(49) a. Who didyou play with? Me.
b. What ’s he doing? Daddy.

The empirical data in (45) -  (49) are taken as strong evidence that children’s 
early grammar lacks a C-system.

Radford’s hypothesis is that, at this stage, children’s utterances are adult small 
clauses (defined as in Stowell 1981). They begin with the acategorial stage, then enter the 
lexical stage (when lexical categories are projected as in adult grammar but when 
funcțional categories are still conspicuously absent) .The linguistic system of the child has 
to mature before he/she is able to produce full syntactic trees, which contain both lexical 
and funcțional projections. At about the age of 24 months, Radford argues, the child enters 
the funcțional stage.

Radford’s theory has been adopted as a framework in many subsequent studies 
which tried, however, to be less radical. Radford himself adopts a structure-building 
model of development in Radford (1996), within which funcțional projections emerge 
gradually: ‘one layer at a time’ (p. 66).

4.3 The truncation model

A morc moderate approach to the absence of funcțional categories in early child 
language is the one in terms of truncation.

Rizzi (1993/1994) assumes that in adult grammar the phrasal structure is always 
a CP and the principie in (50), the axiom of the system, is always operative: •

(50) root clause = CP

Truncation 
theory: 
children start 
with truncated 
utterances in 
which the 
higher layer 
(TP and above 
TP) is missing.
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Children start with a slightly unspecified UG: certain principles, namely the 
axiom in (50) are not operative from the onset of acquisition. When (50) is not operative, 
the child may take other categories as legitimate roots, and will produce truncated 
utterances in which the CP layer may be missing. This theory opens up the possibility 
that the child take any maximal projection as the root: VP, AgroP, AgrsP or CP. If a 
projection is truncated at a certain point, all the projections dominating that particular 
point will also be missing.

The axiom in (50) is claimed to be subject to maturation since some principles 
can «be triggered, or mature later in the mind» (Rizzi 1993/1994: 373). The moment the 
axiom matures, the child will ‘know’ that every root clause has to be a CP and truncated 
structures will be banned.

This account has great explanatory power and it predicts a number of 
generalisations with respect to properties of the so-called opțional infinitive stage, when 
children optionally use non-finite structures in contexts which require finite verbal forms in 
the adult grammar. On this view, early infinitival structures are due to the fact that higher 
projections are still missing, and are defined as bare VPs or AgroPs. Since CP is missing, 
we do not expect infinitival wh-questions to occur at this stage. Thus, the truncation 
approach can elegantly explain why sentences like the ones in (51 )-(52) are not attested in 
child French and child German but leaves open the question of why similar infinitival 
wh-questions are allowed in child English (Bromberg and Wexler 1995) (53):

(51) *Ou maman aller?
where mother go-INF (Crisma 1992)

(52) * Was Hans essen ?
What Hans eat-INF (Weissenborn 1992)

(53) Where go?

Further evidence in favour of this theory comes from the acquisition o f Dutch 
weak pronouns. In Haegeman’s (1996) analysis, object clitics in Dutch are argued to 
emerge late because, as predicted by the truncation hypothesis, certain higher funcțional 
projections are missing at this stage. She proposes that the clausal domain in West- 
Germanic SOV languages contains (at least) three zones:

(54) C [Zone 1] adverb [Zone 2] Neg [Zone 3] V finite

Zone 1 is the domain between the complementizer and the highest sentential 
adverbial, and it hosts the definite subject, clitic objects, weak pronoun objects and some 
scrambled objects. Zone 2 is the domain of Object Shift and it contains sentence 
adverbials, strong pronouns and definite DPs. Zone 3 is the domain between Negation 
and the finite verb. The rarity of object clitics in root infinitives in child Dutch follows 
straightforwardly from this dcscription o f the phrase structure and the truncation theory. 
Object clitics are assumed to occupy a position in Zone 1, i.e. higher than TP and AgrP:

(55) CP>FP>TP>AGRoP>NEGP>PREDP>VP

FP, being higher than TP, is absent at this stage and hence therc is no position to 
which the object clitic could move. As soon as the child ‘knows’ that every root clause is 
a CP, FP will be available and clitics will be appropriatcly used.

Many acquisition studios show that auxiliaries are often omitted during early 
stages of linguistic development. Since auxiliaries have been analyscd as rclated to 
Inflection (more often than not eithcr as base generated in or moved to the Tense 
projection), their omission follows straightforwardly from the hypothesis that the Tense 
projection is absent at this early stage. Utterances like the ones in (56) are unattested:

(56) *avoir mange
have -IN F calen
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*etre venu
be-INF come
*gekauft haben
bought have-INF (Rizzi 1993/1994: 380)

Rizzi’s model does not differ in a radical way from the one proposed in Clahsen 
(1990) or Clahsen et al. (1996), where it is claimed that at an early stage in the 
development of child German the child’s lexicon contains elements categorized as [+F 
(inite)], such as modals and the verb suffix -t (which could be, according to Clahsen, an 
aspectual marker). [+F] is underspecified with respect to its syntactic category and its 
interpretation does not involve subject agreement. What Rizzi’s and Clahsen’s models 
share is the idea that early representations are incomplete versions of the adult ones and 
that child grammar is, somehow, underspecified.

The highest projection is, at this stage, on Clahsen’s model, a projection of F:

(57) FP

F’

[+F] VP

Neg VP

V’

V°

But, if modals do indeed occupy the F projection and if F stands for finiteness, 
this highest projection seems to be less underspecified than claimed. Ingham (1998) 
correctly points out that within Clahsen’s approach there is a stage when the child 
«knows» Tense; what the child grammar seems to lack is an agreement system 
and a C-system.

The truncation approach adds to the No Funcțional Projection Hypothesis the 
assumption that the child’s phrase marker does not necessarily have to be stripped off of 
all funcțional projections. Some projections may be absent at the very beginning; some 
others may be present but may be underspecified. This model development is somehow 
at the borderline between weak continuity models and full competence ones.

SUMMARY

In this chapter, the main models of syntactic development have been presented:

A.The Strong Continuity Hypothesis

Radical version Wcaker version

B.The Discontinuity Hypothesis

C.The Weak Continuity Hypothesis

The No Funcțional Projection Hypothesis The Truncation Model
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The core assumptions of these three main models with respect to the 
availability/non-availability of UG principles and parameters as well as with respect to 
the structure of early phrase markers are summarised in the table below.

STRONG CONTINUITY WEAK CONTINUITY DISCONTINUITY
Availability of 
UG Principles 
and parameters 
at the onset of 
acquisition

AII the principles and para
meters are available and ope
rative in the early grammar. 
The early representations need 
(radical version) /need not 
(weaker version) obey the 
parametric values of the target 
language

Some (all) UG principles 
constrain the child’s repre
sentations from the onset of 
acquisition.

UG principles are not 
operative from the onset 
o f acquisition.

Funcționa] pro- 
jections in early 
grammar

The child’s phrase marker is 
identical to the adult phrase 
marker; all the funcțional 
projections are available fiom 
the start, serving as landing 
sites for moved elements.

Some (The truncation model) 
/No funcțional projections 
(The No Funcțional Category 
Model) are available at an 
early stage. The phrase 
structure starts ‘lexical’ and 
then either ‘gro'ws’ gradually 
or emerges at once.

Constituents project in 
violation o f UG. The 
child’s phrase marker is 
different from the adult 
one.

Explanation of 
the differences 
between child 
and adult speech

In terms of: processing limi- 
tations, lack of lexical know- 
ledge, lack of pragmatic 
knowledge, lack of real 
world knowledge, perceptual 
considerations, undeispecifi- 
cation of funcțional heads.

The early phrase marker is 
‘smaller’ than the adult 
phrase marker.

UG principles are not 
operative in early child 
grammar.

Explanation of 
the develop- 
mental shift 
from child to 
adult grammar

See above Funcțional categories emerge 
gradually/ at once. Matura- 
tion is occasionally invoked.

UG becomes gradually 
available, biologically dri- 
ven. Maturation is 
invoked.

Further Reading

Advanced: Weissenborn, Goodluck and Roeper (eds.) (1992) is a good choice if 
you want to read more about the various theories of syntactic development.

Textbooks: Part II in O’Grady (1997) provides an excellent presentation of 
theories of syntactic development.
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4.2

ACCOUNTS OF THE OPȚIONAL INFINITIVE STAGE

[...]! succeeded in making my first drawing [.. J:

I showed my masterpiece to the grown-ups, and asked 
them whether the drawing frightened them. But they 
answered: "Frighten? Why should anyone be frightened 
by a hat?' My drawing was not a picture o f a hat. It was a 
picture o f a boa constrictor digesting an elephant. 
(Antoine de Saint-Exupery - Le Fetit Prince)

KEYPOINTS
In this chapter you wiU find out about: .
• cross-Iinguistic evidence that there is an early (opțional) non-finite form stage 

in child language
• the possible causes of this phenomenon ~
• possible accounts of the shift from this stage to the adult target grammar

1. The Phenomenon

1.1 Cross-Iinguistic data

A large number of acquisitionists have established that there is an early stage in 
language development when child grammar allows two forms of declarative sentences: 
one with the finite form of the verb (i.e. the adult form) and one (deviating from the 
target grammar) with a non-finite form:

(1) gras elen 
grass eat-inf

(Dutch) (Haegeman 1995)

(2) Michelle dormir
Michelle sleep-inf

(French) (Pierce 1989)

(3) Thorstn das hab ’m
Thorsten that have-inf

(German) (Wexler 1994)

(4) He tickle a feet (English) (Brown 1973, CHILDES)
(5) Mama spat
(6) Mummy to sleep (Russian) (Brun et al. 1999)

This devclopmental stage varies from language to language. In languages like

There is an 
early stage 
when children 
use both finite 
and non-finite 
forms in 
contexts which 
require finite 
predicates.

English, Dutch, Swedish, Danish, Norwegian, Faroese, Irish, Russian, Czech, Brazilian 
Portuguese. Icclandic or Frcnch the infinilival form of the verb is optionally uscd instead 
ol the finite form (Wcxler 1998). This is why this devclopmental step has been labclled' 
the opțional infinitive (Wexlcr 1994) or the rool infinitive (Rizzi 1993/1994) stage. In 
languagcs like Italian, Spanish, Catalan, Tamil, Turkish, Modern Greek or Romanian,

Root infinitives 
occur in the 
early grammar 
of non-pro di op 
languagcs or of 
languages in 
which 
finiteness is 
expressed 
exclusively by 
number.
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root infinitives are absent or, at the most, extremely rare (as for example in Italian, 
Guasti 1993/4). This led to the conclusion that early root infinitives exist only in non-pro 
drop languages. Rhee and Wexler (1995) provide evidence in favour of this 
generalisation showing that it even holds within one and the same language. In Hebrew, 
root infinitives do not emerge in that part of the inflectional paradigm which allows nuli 
subjects but have been attested in that part which does not.

The existence /lack of root infinitives has also been related to the way in which 
finiteness is expressed (Hoekstra and Hyams 1998). If a language expresses finiteness 
exclusively by number morphology (the case of Dutch, for example) we expect to find 
root infinitives in early grammar. If finiteness is expressed by tense morphology (the 
case of Japanese) or at least by person morphology (the case of Italian, Spanish or 
Catalan), root infinitives will not occur in child speech.

Other studies have revealed that there is an equivalent non-finite stage for 
children acquiring languages which do not have an infinitive construction (Modern 
Greek, for example). This suggests that the notion of «root infinitive» is too narrow and 
that a more appropriate term for this phenomenon would be «early non-finite form» 
(Varlokosta, Vainikka and Rohrbacher 1997).

1.2 OverView o f  the figures

Root infinitives are used with a relatively high frequency, though the amount of 
infinitival forms at this stage may vary from language to language as well as ffom child 
to child and it obviously decreases with age. In the French production data examined by 
Pierce (1989), the Nathalie corpus of 291 sentences (gathered between age 1;9;3 - 
2; 0; 1) contained 70 finite sentences (i.e. 24%) and 221 non-finite sentences (infinitival 
and participial clauses) (i.e. 76%), the Phillippe corpus of 494 sentences (gathered 
between age 2; 1; 3 -  2; 2; 2.) contained 365 finite sentences (i.e. 74%) and 129 non- 
finite ones (infinitival and participial forms) (i.e. 26%), while in the Daniel corpus of 247 
sentences (gathered between age 1; 8; 1-1; 9; 3) there were 99 finite (i.e. 40%) and 148 
non-finite (participial and infinitival forms) sentences (i.e. 60%). It has also been noticed 
that in the case of the French-speaking children the number of non-finite utterances 
decreases with age.

Haegeman (1995) examined the distribution of finite and non-finite (root 
infinitives) clauses in the Hein (a Dutch-speaking child) corpus (gathered between age 
2; 4-3.01) and the results showed that out of 14,580 total utterances 84% were finite 
and 16% were root infinitives.

Platzack (1990) reported that, in the Swedish production data which he 
examined, 61% of the utterances contained a finite verb and 39% a root infinitive.

Radford (1990) reports that root infinitives are relatively frequent in child 
English and Boser et al. (1992) and Weissenborn (1990, 1994) reach the same conclusion 
with regard to child German.

1.3 Root infinitives and early syntax

When used, the infinitival form occurs in the appropriate structural position. 
Investigations of child Dutch (de Haan 1986, Jordens 1991) and child German (Meisel 
1990, Jordens 1991, Weissenborn 1991) have pointed out that root infinitives are 
appropriatcly placed in clause final position. In Scandinavian languages, they correctly 
occur after the negative adverb and in French to the right of the negative partide pas 
(Verrips and Weissenborn 1992). It is also worth mentioning that, during this stage, when 
the child uses the finite form, he/she uscs it correctly in terms of morphological markers.
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These data suggest that the child recognises the infinitive as a grammatical construction 
different from the finite form of the verb, and places it in the appropriate structural position. 
What the child does not seem to know yet is that root infinitives are disallowed in those 
contexts which require a finite form.

The syntax of root infinitives interferes with some systematic properties o f child 
speech at this stage:

(i) in non-null subject languages, nuli subjects are allowed in both finite and non- 
finite utterances (Hyams 1996). Data from child English (CHILDES, MacWhinney and Snow 
1989; Brown 1973) (6a) and child French (Rasetti 2000) (6b) provide evidence that, during 
this stage, children acquiring a non nuli subject language may produce nuli subject infinitival 
constructions:

(7) a. drop bean! f ix  Mommy shoe
b. est pour Marc

is for Marc

The examination of the distribution of overt subjects in child Dutch (the Hein corpus, 
age 2; 4 -  3; 1) (Haegeman 1996) leads to the conclusion that overt subjects tend to be more 
frequent in finite clauses (68% of the finite clauses in the corpus had an overt subject). Only 
15% of the root infinitives had an overt subject. This points to the fact that during the opțional 
infinitive stage children whose target language does not license nuli subjects do produce nuli 
subject utterances with a clear tendency o f  dropping the subject more o f  ten in non-fmite 
constructions.

(ii) root infinitives are rarely negated (Friedemann 1993/1994, Haegeman 1995, 
Jonas 1995). In child Dutch, for example, negative root infinitives are not used very 
frequently. The examination o f the Hein corpus (Haegeman 1995) shows that out o f 721 
root infinitives only 38 are negated. Negated opțional infinitives seem to be rare in child 
French (Friedemann 1993/1994).

(iii) wh-questions are not attested in non-fnite utterances in early Dutch 
(Haegeman 1995), early French (Crisma 1992) or early German (Weissenbom 1992, 
1994). Crisma (1992) examined data from child French and found practically no root 
infinitives in wh-questions. However, they have been attested in child English (Roeper 
and Rohrbacher 1994, Bromberg and Wexler 1995).

(iv) in languages which allow subject clitics (such as French), these clitics are 
absent in non-fnite structures (Pierce 1989). The findings in Hamann et al. (1996) with 
respect to child French are extremely telling: out of 278 subject clitics present in the corpus 
(of a monolingual French-speaking child) which they analysed, only 5 (i.e. 1.8%) occurred 
in root infinitives.

(v) abject clitics are absent in root infinitives in early Dutch but they are 
present in early French and early Spanish (Torrens and Wexler 1995). Haegeman (1996) 
found one single object clitic in the Hein corpus, the Niek corpus (CHILDES 1985) and 
the Thomas corpus (CHILDES 1985). Object clitics are present in finite clauses though. 
The difference across languages with respect to the presence/absence of object clitics at 
this stage may be linkcd to the fact that object clitics occupy different positions in the 
siructure of these languages.

(vi) though auxiliaries may appear in finite clauses they never occur in root 
infinitives. Haegeman (1996) noticed that in child Dutch aii the verbs in root infinitives 
are lexical verbs. Modal auxiliaries and aspectual auxiliaries are entirely absent.

(vii) Case on the DP subject may be Nominative, Accusative or Genitive.' 
English-speaking children may produce wrongly cased DP subjects (Accusative or, 
occasionally, Genitive) at this stage.

Root 
infinitives 
cannot be 
related to the 
lack of 
knowlcdge of 
inflection.
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(8) me go
(9) My can do this.

Interestingly, regardless o f the morphological Case assigned to the DP subject, 
this will always occur in pre-verbal position.

Al! these properties as well as the fact that the child seems to differentiate between 
non-finite and finite forms in terms of structural position during the same stage suggest that 
root infinitives cannot be simply interpreted as the result of lack of knowledge o f inflection.

1.4 Early root infinitives vs. adult root infinitives

During this stage, child grammar deviates from adult grammar in allowing a non- 
finite form to be used in those contexts where finite forms are used in adult speech, on 
the one hand, and in allowing two forms (the finite and the non-finite one) for apparently 
the same meaning, since children can optionally use one form or the other in matrix 
sentences. Actually, as will be pointed out immediately, it is not at all clear whether 
children use the two forms with exactly the same meaning.

Also, it is not clear either whether root infinitives in early grammar are different 
from the ones which exist in adult speech. In Dutch, for example, they occur with 
imperative force (9) or in the so-called ‘mad magazine sentences’ (10) (Haegeman 1995, 
1996, Wijnen 1996):

(10) Hier geen fietsen plaatsen!
Here no bicycles place-inf

(11) Jan met mijn zus trouwen?! Dat nooit.
Jan my sister marry-inf?! That never.

In English, root infinitives are used in the so-called mad magazine sentences 
(Avrutin 1997, Schutze 1997):

(11) a. John dance. Never in a million years.
b. My brother marry John. Over my dead body!
c. Herman eat bean sprouts. Why?

Root infinitives are also allowed in Italian adult grammar (Rizzi 1993/1994) in 
specific contexts:

(12) a. Io farequesto?M a! 
me do-inf that? never!
b. Partire immediatamente! 
leave-inf immediately

In adult German, such constructions are used as answers to an immediately 
preceding question which contains a modal:

(13) Person A: Was willst du jetzt machen?
what want-2"d pers.sg. you now do-inf 

Person B: Kuchen essen.
cake cat-inf (Ingram and Thompson 1996: 114)

Do the empirical data in (9)-(13) provide evidence that early and adult root 
infinitives have the same feature(s)?

According to Hoekstra and Hyams (1998), they sharc at least the feature [-realised]:

Jussives are closest to the kinds o f  Rls used by children. Like most o f  the 
children’s Rls, they involve deontic modality. The categor)- o f  Mad Magazine 
sentences likewise denoles non-realized eventualities. The possibility o f  the
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eventuality is mentioned, which îs then commented on in the next statement. So 
we maintain that the modal interpretation o f  children ’s RIs is determined by the 
inherent quality o f  infinitives as being marked [-realized]. And this is a feature 
o f  adult RIs as well (Hoekstra and Hyams 1998:103).

But, according to a different trend of analysis, children’s root infinitives seem to be 
different from the ones used in adult grammar. Firstly, in adult speech they are always 
associated with a special register, whereas children use root infinitives in those contexts in 
which a finite form should be used. In adult German, omission of the subject is compulsory 
in root infinitives. In (13) the presence o f the subject in Person’s B answer will result in 
ungrammaticality. In children’s root infinitives, the subject is not always omitted:

(14) a. Nicole: Nicole wurst haben.
Nicole sausage have-inf 

b. Dorothy: Bebi haye machen 
baby sleep make-inf 

c. Katrin: Katrin machen.
Katrin do-inf

(Ingram and Thompson 1996: 114)

The interpretation of root infinitives is also more generous in child speech. 
Children seem to interpret these non-finite structures as having both realis, descriptive 
meanings (usually describing a present ongoing activity, but also past or future events, 
Behrens 1994, Wexler 1994) and irrealis, modal meanings (often associated with 
volition)(Hoekstra and Jordens 1994 for Dutch, Plunkett and Strbmqvist 1990 for Swedish, 
Meisel 1990 for French). The prevalent interpretation of opțional infinitives seems to differ 
from one lănguage to another. It has been noticed that'in English the use o f opțional 
infinitives to describe past situations is quite frequent (Wexler 1997) but modal meanings 
are also attested. The results o f a comprehension experiment (Shonenberger, Pierce, Wexler 
and Wijnen 1995) proved that English speaking children also tend to interpret root 
infinitives as describing present on-going activities (see also Hyams 1996 for a similar 
conclusion with respect to the interpretation of root infinitives in early English). In Dutch, 
however, the modal interpretation seems to be prevailing (Wijnen 1994, Haegeman 1996); 
still, the on-going activity reading has also been attested. It also seems that the descriptive 
reading is more frequent in earlier parts of the data examined. In German, the meaning is 
often modal (see Ingram and Thompson 1996). In Russian, root infinitives are used to 
denote present, past or future events (Brun at al. 1999).

Examination of child corpora also reveals the existence o f a certain correlation 
between finiteness/non-finiteness and the aspectual class to which the verb belongs: root 
infinitives tend to be mainly associated with non-stative verbs1 (Ferdinand 1996 for 
French, Wijnen 1996 for Dutch, van Gelderen and van der Meulen 1998 for Russian). 
Such data lead to the conclusion that the interpretation of children’s root infinitives 
differs cross-linguistically but also from the interpretation of adult root infinitives.

1 For more on possible correlations bclwccn aspectual elasses of verbs and early temporal-aspcctual 
slruetures see 5.2.

The interpre
tation of early 
root infini
tives differs 
(i) cross-lin
guistically;
(ii) from adult 
root infinitives.

1.5 A few questions

Various theories have been proposed to account for this cluster of properties, 
oltcn with the aim of finding an answer to the following questions:

(i) why is optionality allowed in child grammar during this stage?
(ii) why is the non-finite form allowed in «finite» contexts in spițe o f the

tact that children know the relevant finite forms which they use in the 
appropriate structural position?
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Root 
infinitives 
have been 
analysed as: 
-bare VPs; 
-truncated 
clauses 
lacking Tense; 
-firii clauses 
with some 
underspecified 
funcțional 
projections; 
- fitil clauses 
with a nuli 
auxiliary.

(iii) why do root infinitives occur in some languages but are absent in others?

Most acquisitions agree that the opțional infinitive stage does not reflect lack of 
knowledge of morphological inflection. Some argue that it reflects a syntactic deficit of 
some kind, others that it can be explained as a processing failure or as the child’s 
tendency o f using economic forms, which do not require a heavy computațional process.

The accounts that have been proposed rely on one model of language 
development or the other, adopting either the continuity view or a variant of the weak 
continuity model. However, one can notice that very often (especially within the 
grammar deficit accounts) the key problem seems to be related to the assumed 
absence/presence of some funcțional projections in the child’s phrase marker or to some 
underspecification of features associated with funcțional projections. Radford (1990) and 
Vainikka (1994) among many others analyse root infinitives as bare VPs, i.e. as lacking 
any funcțional projection. With Rizzi (1993/1994) and other supporters of the truncation 
theory only some funcțional projections are missing, in particular Tense and all the 
projections higher than TP. With Hyams (1996) some fuilctional projections are 
underspecified, whereas with Boser et al. (1992) root infinitives are full CPs, containing 
all the funcțional projections of adult grammar but also a nuli auxiliary.

2. Syntactic accounts of the opțional infinitive stage

2.1. Tense is opțional

Wexler (1990, 1994) was the first to systematise the phenomenon, which he 
called opțional infinitive. He noticed that, at an early stage in their language 
development, children optionally produce finite and non-finite forms in matrix clauses 
(phenomenon discussed in detail for the first time in Poeppel and Wexler 1993). Since in 
English there is no clear difference between the infinitival form and the uninflected 
present tense form, the status of non-finite utterances in child English seemed a less clear 
case. Thus, Wexler documented the opțional infinitive stage with data from a variety of 
Românce and Germanic languages, where the infinitive form can be morphologically 
distinguished from the form used in most of the present-tense paradigms:

(15) a. pas manger la poupee (French)
not eat-inf the doll

b. Zahne pussen (German)
teeth brush-inf

c. pappa schoenen wassen (Dutch)
daddy shoes wash-inf

d. det ikke vaere (Danish)
it not be-inf

Such cross-linguistic data provide support that there is a developmental stage 
during which children use both finite and infinitival forms in matrix clauses in various 
languages. The attested optionality clearly distinguishes child grammar from adult 
grammar and points to the fact that the former allows both adult-like and non-adult-like 
constructions simultaneously.

Wexler accounts for the opțional infinitive stage within the Strong Continuity 
model. The core idea of his hypolhesis is that children have a problem with Tense, which 
can be optionally omitted. Omission of Tense will result in infinitival structurcs used in 
contexts requiring finite forms. UG is assumed to be availablc from the outset of 
acquisition; consequently, children know the processes of movement at this early stage 
(before age 2), when they optionally use finite and non-finite forms. Since movement is
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interwoven with Inflection, the existence of movement at this stage is taken as strong 
evidence that the full funcțional structure is in place.

Wexler’s argument that there is movement in child grammar at this stage relies 
on data from child French. In adult French, finite verbs always move to Inflection, 
around the negative partide pas (as in 16a, where the finite verb occurs to the left of 
pas), whereas non-finite verbs are not required to move and remain in situ (as in 16b, 
where the non-finite verb occurs to the right of pas) (Pollock 1989):

(16) a. Jean n ’aime pas Mărie. 
Jean not loves pas Mărie 

b. ne pas sembler heureux 
not pas seem happy

Data from child French show that children make the distinction finite/non-finite: if 
the verb is finite, pas is always placed in post-verbal position (finite verb + pas) (17) whereas 
it is placed in pre-verbal position if the verb is non-finite (pas + non-finite verb) (18):

(17) a.marchepas 
goes pas 

b. est pas mort 
is pas dead 

c. trouve pas 
finds pas

(18) a. pas manger la poupee 
pas eat-inf the doll

b. pas tomber bebe '
pas fall-inf baby

c. pas attraper une fleur 
pas take-inf a flower

On the basis of the French data2, Wexler reaches the conclusion that there is an 
early stage during which:

2 Alkinson (1996) points oul that the French data are not as compelling as Wexler suggests. AII the 
infinitive exainplcs tised to illustrate that non-finite verbs do not move arc -er infinitives. Or, this form is 
homophonons with the French past participle as well as with the 2nJ pers.pl.form of the indicative present, 
which can also be used as an imperative. Less ambivatent exantples backing up the quantitative (tata might 
have includeți common French verbs sttch as voir ‘see’, venir 'come', dormir ’sleep', prendre ‘take’ and 
labe \h>' (Alkinson 1996:460).

(i) finite and non-finite forms are in free variation
(ii) the finite forms have moved to Inflection

This conclusion is extended to child language in general and the following 
thcoretical implications are tested cross-linguistically:

(i) at the opțional infinitive stage the child knows the possibility of head 
movement, in particular verb movement;

(ii) the child knows that verb movement is forced in the finite clause;
(iii) the child knows the Principie of Economy which implies that infinitival 

verbs do not move;
(iv) the child does not know that non-finite verbs cannot appear as main verbs.

The examination of the available data from child German, child Dutch, child 
Swedish, child Danish and child Norwegian prove, according to Wexler, that (i) -  (iv) 
above arc true. By analogy with the Gennanic languages that have been examined, it is 
predicted that the English-speaking children also produce the infinitive when they do not
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During the op
țional infinitive 
stage, Tense is 
opțional. When 
Tense matures, 
the child’s 
grammar shifts 
to the adult 
pattern.

add -s to the verb. This view contradicts the tradițional assumption that young children 
acquiring English alternate between the verb stern and the finite form for 3ri person 
singular present tense. Certain properties follow:

(i) the non-finite form should be opțional;
(ii) non-finite negative sentences should be of the form Negation + non-finite 

verb:

(19) Mary not play football.

Both properties are found in the available empirical data. English-speaking 
children use both the finite and the non-finite form in matrix clauses during this stage. 
The finite form is produced more frequently as they get older. With respect to negation, 
there is evidence that there is an early stage at which children acquiring English produce 
sentences in which negation is placed in « medial » position (Klima and Bellugi 1966):

(20) a. He no bite you.
b. 7 no want envelope.

The examination of corpora of child English (Harris and Wexler 1994) shows 
that in these sentences, the 3rd person singular -s appears only rarely. Stromswold’s (cited 
in Wexler 1994) data prove that there are very few cases when the verb in medial 
negation sentences is inflected. The data from the domain of negation are taken as 
evidence that the child distinguishes between finite and non-finite forms. Stromswold’s 
data also confirm that at this stage children know agreement, since they do not use -s in 
contexts where the subject is other than 3rd person singular, which leads to the conclusion 
that their root infinitives cannot be the reflex of their not knowing agreement.

Wexler proposes that Tense is opțional at this stage3. Children have the concept 
of time but they do not always make the appropriate grammatical distinction. They use 
root infinitives in both present and past contexts. The child does not interpret inflection, 
in particular the values of T are not known yet:

[...] the child does not distinguish values o f T. I f  values o f T are not 
distinguished, then there is no semantic role for T to play at LF... The child may 
not know tense, but that says nothing about the understanding o f time. Tense is a 
formal syntactic notion; time is not. (Wexler 1994: 338).

When Tense is present in the phrase marker, the verb raises to Tense. Tense and 
Agreement are both present. When Tense does not exist in the phrase marker, the verb 
will be treated like an infinitive, there will be no raising and tense and agreement 
markers will not appear on the verb. Wexler also argues that the syntactic derivations 
with/withoul Tense are equally costly, hence optionality is allowed. Children will stay in 
the opțional infinitive stage as long as they do not use past tense forms. The shift from 
child grammar to adult grammar (where Tense is not opțional) is explained as the result 
of the maturation of the values of Tense.

Wexler’s opțional tense theory can account for many syntactic properties of the 
opțional infinitive stage such as (i) the absence of subject and object clitics in Dutch or 
the absence of subject clitics in French (which have been analysed as occupying a 
position higher than Tense); (ii) the absence of non-finite wh-questions in Dutch and 
German (where, if the verb has to move to C it will first have to move to I, i ,e. it results 
in finiteness) but the possibility of having non-finite wh- questions in English (where the 
presence of a wh-element in Spec of CP does not require the verb to move to C; English

1 In more recent studies, Wexler claims that opțional infinitives have AGR or Tense (or both) 
missing (see. for cxainple, Wexler 1997).
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is not V2) and (iii) the presence of nuli subjects in non nuli subject languages (if Tense is 
underspecified or opțional nuli subjects will be allowed ).

There are, however, some empirical problems with this account. Thornton (1998) 
points out that in her Aurora corpus there are 11 instances of medial negation preceding 
an inflected, i.e. finite, verb (21). Recall that Wexler’s prediction is that such 
constructions should occur with non-finite verbs.

(21) a. This not goes here.
b. This is not goes in trash can.
c. That not works.

At the core of Wexler’s hypothesis stands the idea of optionality. It is, however, 
generally accepted that optionality is not allowed in adult grammar. Even if one accepted 
that child speech differs from the target with respect to optionality, it is difficult to see 
why optionality of Tense in particular is allowed during early stages of linguistic 
development. It has already been pointed out that empirical data suggest that root 
infinitives are associated with certain meanings, different from those of the finite form. 
This means that it is not at all clear that the child uses finite and non-finite forms in free 
variation. Moreover, what exactly makes the child finally realise that optionality is 
disallowed if the child can use the finite forms correctly during the root infinitive stage? 
In what way can we link maturation of Tense to the concept of optionality? Wexler’s 
account does not answer these questions. Nor does it specifically say whether optionality 
of Tense means opțional absence of the (whole) Tense projection or opțional lack or 
opțional underspecification of Tense features.

2.2 The Agreement/Tense Omission Model

Schiitze and Wexler (1996) argue that during the opțional infinitive stage child 
grammar allows either Tense or Agreement or both to be optionally omitted. Wexler’s 
previous analysis, according to which only Tense is opțional during this stage, is 
modified in order to allow a unifying account of early root infinitives and non- 
Nominative subjects that have been attested in child English non-finite constructions.

Such an analysis implicitly States that early infinitives are of three kinds:

(i) AGR is present but Tense is missing;
(ii) Tense is present but AGR is missing;
(iii) both Tense and AGR are missing.

Each kind is related to different types of subjects. When AGR is present, the 
subject is claimed to surface as Nominative. When Tense is present but Agr is missing, 
the DP subject receives Accusative, taken to be the default Case in English. When both 
Tense and AGR are missing, the subject surfaces as Genitive.

One of the advantages of this analysis (though only when applied to English) is 
precisely that it tries to reiate the opțional infinitive stage to the existence of 
Nominative and non-Nominative subjects. Also, two of the puzzling questions with 
respect to the properties of root infinitives (assumed to be more or less truncated 
structures) are why and where the DP subject moves and from where it receives Case. 
The present account, by allowing Agr to be present in some cases, can explain why 
and where the subject moves in those structures which have j)grs, analysed as the 
projection responsible for Nominative Case assignment: the DP subject moves to the 
Spec of Agrs in order to reccivc/check Casc, and it is assigned Nominative Case in a 
Spec-Head configuration with Agrs:

During the 
opțional 
infinitive 
stage Agrs, 
Tense or 
both are 
optionally 
omitted.
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(22) AgrsP

Spec
DPr Subject

Agrs’

The result is a sentence of the type he play.
But the model is less convincing with respect to Accusative and Genitive DP 

subjects. In particular, the explanation of why Accusative is assigned is at least vague: 
[...] i f  no case feature is specified on the subject (since AGR is not present), then only the 
ACC form o f the pronoun (which has no case features specified on it in English) will be 
consistent with the representation, and this ACCform will be inserted. (Wexler 1998:49)

One puzzling question is related to the cause of such a generous optionality in 
early grammar: what exactly makes the child omit Tense at some time, at some other 
time Agr and at some time both? Also, no explanation of why root infmitives occur in 
some languages but not in others is offered.

2.3 The Unique Checking Constraint

During Ihe 
opțional 
infinitive stage 
the Unique 
Checking 
Constraint 
may preveni 
the system 
from checking 
the D feature 
of the subject 
DP more than 
once.

Wexler (1998) revisits the Agreement/Tense omission model from a minimalist 
perspective (Chomsky 1995) in an attempt at explaining, in a more appropriate way, why 
subjects move in early infinitive constructions and why the opțional infinitive stage has 
been attested in some languages but not in others.

One crucial theoretical assumption on which the new analysis relies is that DPs 
are allowed to move to higher projections even when they do not receive Case there. 
Movement can be driven by categorial features, such as D (Determiner) features, 
associated both with the DP and with the funcțional projection TP. Wexler extends this 
property to the Agreement projection, such that both TP and AgrP have a D feature: Both 
AGRS and TNS have a D feature which must be eliminated by checking against the D- 
feature o f a DP which raises upfor checking (Wexler 1998:51).

The D features of Tense and Agr are assumed to be strong and, consequently, 
must be eliminated by checking. Thus, in a finite clause, where both Tense and Agr have 
been projected, the D-feature of Tense will altract the subject DP first and then the D 
feature on Agrs attracts it to the Spec of Agrs:

(23) AgrsP

Spec

Checking 2 of D

Spec
DP

Checking 1 ofD
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In a finite clause, then, the D feature on a DP is checked twice. Recall that, 
according to the model proposed in Schiitze and Wexler (1996), either Agrs or Tense 
may be optionally omitted4. According to Wexler (1998), when Agrs is present, the 
subject DP is attracted by the D feature of Agrs and raises to Spec of Agrs (as in 22). 
When Tense is present but Agrs is missing, as in (24) below, the DP is attracted by the D 
feature of Tense and raises to the Specifier of TP:

4 In Wexler (1998) the possibility of both Agrs and Tense to be missing is no longcr discusscd.

Tense is not a Case assignor and hence default Case (Accusative) is spelled out 
by the morphology. The result will be an infinitive construction of the type him play.

Notice that such derivations depart from the double checking derivation in adult 
syntax, represented in (23). Why are they allowed in child syntax? Wexler proposes that 
the child has problems with checking the D feature twice. The claim is that in early 
grammar, during the opțional infinitive stage, a genetically-specifîed Unique Checking 
Constraint (UCC) may sometimes disallow the D feature on a DP to be checked more 
than once, i.e. against more than one single funcțional category. The UCC is taken to be 
a property of early grammar, whose role is to constrain the computațional system of 
child syntax. Optionality of Tense/Agreement has been now replaced by optionality of 
the UCC, which sometimes constrains and sometimes does not constrain the derivation. 
When it does not, it allows for finite clauses (which have been attested) when double- 
checking is involved.

Properties of the opțional infinitive stage are explained as derived from the UCC: 
whenever the constraint is at work, the D feature on the DP subject can be checked only 
once, leaving the other funcțional category with an unchecked [non-interpretable] 
feature. But a derivation with unchecked strong features cannot converge. In order to 
save the derivation, the child’s computation will attempt a minimal-preserving change of 
the inițial representation (25), which will allow either Agrs (26) or Tense (27):

(25) Agrs [D] T [D] [VPDP V...]

two D features need checking

(26) Agrs [D] [VPDP V...J
(27) T [D] [VPDP V...]

The child knows that Agrs and T are required in finite clauses, but the UCC leads 
to the omission of one of them. On this analysis, the mechanism of convergence in child 
syntax is constrained by the same principles which govern adult grammar; what 
distinguishes early grammar from adult syntax is precisely the UCC.

This explanation encounters at least one problem. First, it does not takc verb 
movement into account. In many nuli subject languages the verb is assumed to move to 
Agrs. In this case, the representation of a sentence in which the DP has moved to check 
the D feature of Tense could at best be the representation of a sentence with a post-verbal 
subject. In this case, the analysis fails to explain the movement ofpre-verbal subjects.
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Rool infini- 
tives are 
allowed 
because the 
child’s phrasc 
marker is 
truncated. The 
child gels rid 
ol the opțional 
infinitive stage 
as soon as 
he/she realizes 
lliat evcry rool 
clause is a CP.

It is also the UCC which lies at the core of the explanation of why nuli subject 
languages do not allow an opțional infinitive stage. According to Wexler, the difference 
between pro- and non pra-drop languages is related to the possibility of the UCC to 
apply. He argues that in nuli subject languages, Agrs is pronominal and consequently 
does not need a D feature (it is D). The representation would be the one in (28):

(28) Agrs T [D] [VP DP V...]
I .

Only one single D feature needs checking

The child knows the correct parameter setting for Agrs in his/her language. In a 
nuli subject language, with one single D feature to check, the UCC has no reason to 
apply otherwise but vacuously. This does not imply, however, that the UCC does not 
apply. It is present and it applies in other areas. For example, the early omission of 
auxiliaries is explained as deriving from the UCC. Auxiliaries are taken to have a D 
feature which needs checking, in which case the representation of a sentence containing 
an auxiliary will be the one below:

(29) Agrs T [D] Aux [D] [VP DP V...]

The DP will first be attracted by the strong D feature on Aux. Then, by the D 
feature on Tense, in violation of the UCC. But, if the UCC holds, the strong D feature on 
Tense will remain unchecked and the derivation will crash. What will the child do in 
order to save the derivation? Recall that child syntax is constrained by the same 
principles of convergence as the ones at work in adult grammar. Wexler proposes that 
when the UCC holds, the auxiliary will be omitted in order to save the derivation.

Notice, however, that Wexler’s account relies on the assumption that in nuli 
subject languages auxiliaries head their own projection (as proposed for Italian in Belletti 
1990) lower than Tense. Under other analyses, auxiliaries are taken to occur under Tense 
or Agreement, which would pose a serious problem for Wexler’s account.

2.4 The truncation theory

Rizzi (1993/1994) explains the opțional infinitive stage within the truncation 
model, according to which root infinitives are defined as structures projected only as far 
as a bare VP or AgroP, i.e. where the Tense and the Agrs projections can be missing:

(30) Root infinitives = VP / AgroP

Child grammar would allow the option (absent in adult grammar) of «stripping 
off» clausal projections, i.e. of optionally truncating structure (vs. adult grammar where 
every well-formed clause is a CP).

Rizzi’s account predicts a number of generalisations with respect to root 
infinitives. For example Frcnch subject clitics have been analysed as occupying Agrs. 
The fact that these elemcnts are absent in early root infinitives can be related to the 
absence of the relevant funcțional projection which could host them, i.e. Agrs.

Adopting the hypothesis in Zanuttini (1991), according to which there is a 
seleclion relation between Neg and T, and NegP is higher in the phrase marker than TP, 
Rizzi assumes that in the absence of Tense, we should expect few negated root 
infinitives. This prediction is supported by data from early Dutch (Hoekstra and Jordens 
1991), for example. Dutch children tend to use niet (not) with finite verbs and modals, 
but nee (no) with the infinitival form of the verb. The latter may be identified as 
constituent negation. Data from child French are more contradictory. Pierce (cited in 
Wexler 1994) argues that there arc many negated root infinitives in early French and that 
in this case pas precedes the non-finite verb.
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Truncation can also account for the licensing of nuli subjects. Root infînitives are 
likely to occur with nuli subjects because the infinitive is a non-finite form, which lacks 
Tense, and hence it can license nuli subjects of the type PRO.

The absence of a root infinitive stage (or rarity of root infînitives) in languages 
with highly inflected morphology, like Italian, is explained as deriving from properties of 
the infinitive in these languages. In Italian, the infinitival form of the verb has been 
analysed as raising to Inflection (Belletti 1990). Consequently, truncation to VP would 
be impossible in this case.

One can notice that the absence or rarity of negated root infînitives can be 
accounted for within Rizzi’s model only provided one also adopts the view that NegP 
dominates TP universally. Otherwise, one has to find a different explanation.

Also the explanation with regard to why root infînitives are absent or extremely 
rare in child speech whose target language is morphologically rich relies on Belletti’s 
analysis of Italian infinitival clauses. Further research is needed either to find supporting 
evidence that the infinitive verb raises to Agrs in all pro-drop languages or to find a 
different explanation for the generalisation «if non-pro drop then root infinitive». Data 
from Romanian, where the infinitive never agrees with either the DP subject or the DP 
object, suggest that a different explanation is needed.

2.5 . A deficient grammar-discourse relationship

Hyams (1996) explains the optionality of infînitives in early child language as 
the reflex of a deficient relationship between grammar, on the one hand, and semantics 
and pragmatics, on the other hand. On this view, child speech and adult speech would 
differ only with respect to the relationship between grammar and discourse. Children’s 
grammar does not have to change during the process of acquisition, the phrase marker is 
assumed to contain all the funcțional categories which exist in the target grammar from 
the outset of acquisition. But root infînitives are allowed because some funcțional 
projections within Inflection are underspecified at this early stage.

Underspecification of Inflection is discussed by analogy with underspecification 
in the nominal domain. Finite morphology and determiners are taken to perform similar 
functions: tense ‘anchors’ the state of affairs denoted by the verb in time (relative to 
discourse time) and determiners ‘anchor’ discourse referents, marking temporal and, 
respectively, nominal specificity. At the syntactic level, both finite morphology and 
specificity trigger movement, which led to parallel analyses of N-to-D. and V-to-C 
movement. Moreover, CPs and DPs have been treated as having similar properties. From 
the perspective of acquisition, this leads to the assumption that, at the stage when 
finiteness is absent, the child may also leave nominals unmarked with respect to 
specificity. Data from child English and child Dutch support this hypothesis:

(31) a. open door/Hayley draw boat ( child English) 
b. Niekje ook boot maken (child Dutch)

Niekje also boat make-inf

The similarity between temporal and nominal domains suggests that specificity 
may play an important part in the emergence of the opțional infinitive stage, which Hyams 
calls ‘the opțional specificity stage’, during which specificity may be underspecified.

Temporal underspecification is explained in terms of Tense-chains, defined as 
containing a Tense -Operator (in C), a Tense projection (in the inflectional domain) and 
an event-role (provided by the lexical verb) (Gueron and Hoekstra 1995):

(32) T-Operator

Lexical verb (event-role)

Children use 
the root 
infinitive with 
a present tense 
value because 
they do not 
know the rule 
which blocks 
temporal co- 
reference 
when it leads 
to the same 
inlerpretation 
as anaphoric 
tense.
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The index of the T-Operator and that of the complex V+Inflection may be 
identical, in which case the temporal interpretation will be ‘present’; when the two links 
are contra-indexed, a past temporal interpretation results. Indexing is associated with 
morphological markers of tense, i.e. with finiteness, which makes the T-chain visible.

In child speech, the complex V+Inflection does not bear an index. This is the 
case of root infinitives, which lack morphological tense markers and hence are not 
indexed. Tense has the status of a free pronoun and gets interpreted discursively. The 
V+Inflection complex is interpreted in a pragmatic way, as anchored in the here and the 
now, i.e. as present. According to this analysis, root infinitives denote present on-going 
events. Their temporal interpretation is assigned via temporal co-reference, by analogy 
with nominal co-reference (Reinhart 1983, Grodzinsky and Reinhart 1992). In adult 
language, nominal co-reference between two nominals is allowed only when the 
resulting interpretation is different from the one with bound anaphors. For example, 
(33a) is ruled out because (33b), a case of bound anaphora, means the same thing:

(33) a. *Johnj likes him,.
b. John/likes himself,.

Temporal co-reference is constrained by a similar rule: it is blocked if temporal 
anaphora leads to the same interpretation. Hence, in adult grammar, root infinitives 
cannot be interpreted as denoting a present state of affairs because, in this case, their 
interpretation would not differ from that of the anaphoric present tense. They can only be 
used with a modal value. But children’s root infinitives can be interpreted as descriptive, 
with a present tense value, because children do not know the pragmatic rule which 
blocks temporal or nominal co-reference (Chien and Wexler 1990, Grodzinsky and 
Reinhart 1992). They allow both root infinitives with a present tense interpretation and 
sentences like (33a) because they cannot yet access the pragmatic principie which bars 
co-referentiality.

The old intuition that children’s speech is linked to the here-and-the-now is 
captured in allowing early Inflection to be underspecified. Once the child has acquired 
the principie which blocks co-reference, Inflection is indexed and temporal reference is 
assigned in an adult-like manner.

The predictions which follow from this account are borne out by empirica! data. 
Since Inflection is assumed to be underspecified, i.e. it has no tense or agreement 
features, it is non-finite and, consequently cannot assign Case. Thus, nuli subjects should 
be allowed with root infinitives but not in finite contexts. The examination of the 
occurrence of nuli subjects with inflected forms of the verb be in the Eve, Adam and 
Nina files (CHILDES, MacWhinney and Snow 1989, Brown 1973, Suppes 1973) shows 
that children tend to use nuli subjects infrequently with am/are/is. However, nuli subjects 
have been found in sentences with the verb morphologically marked for past tense, i.e. in 
finite contexts. Hyams proposes that, at this stage, the -ed form is ambiguous between a 
finite and a participial value. By hypothesis, it will co-occur with nuli subjects only when 
it is taken to be the past participle of the verb:

(34) a. goed on that way ( the subject = the cow)
b. dropped a inbber bând (the subject = I) (Hyams 1996:102)

Such sentences would be analyscd as sentences in which the auxiliary has 
been dropped.

The account also predicts that modal verbs and be, which are linked to finite 
Inflection, should be omitted in root infinitives. Child corpora in CHILDES prove that, 
indced, be is often omitted in obligatory contexts, and modal verbs usually occur with 
overt subjects (Valian 1991).

In spițe of its explanatory powcr, Hyams’s (1996) account cannot be extended to 
other languages since it fails to cxplain why root infinitives (at least in other languagcs)

146
https://biblioteca-digitala.ro / https://unibuc.ro



can denote not only present, but also past and future situations. The data are also 
contradictory with respect to the interpretation of root infinitives in child English, where 
it seems that it is not restricted to present on-going situations.

2.6 What happens at the end of the opțional infinitive stage?

Ingham (1998) argues that the route out of the opțional infinitive stage goes 
through a stage when Tense is available but Agreement is still absent. The claim is that 
the [+Tense, -Agr] option is available to the child and it follows the period when Tense 
is absent, i.e. the root infinitive stage. The implication for the analysis of root infinitives 
is that they represent structures in which both Tense and Agreement are missing, with 
Tense being acquired earlier.

An important theoretical assumption on which Ingham’s study relies is that -s is 
a pure agreement marker in English (Kayne 1993, Bobaljik 1997) and hence its 
presence/absence stands for presence/absence of an agreement projection and not for 
presence/absence of Tense.

The data come from a case study of a British child, Sophie (age 2; 6 to 2; 9).
The predictions of this hypothesis are that at a stage which immediately follows 

the opțional infinitive stage:

(i) the verbal forms will not show agreement with the subject DP;
(ii) the verbal forms will be used appropriately in terms of Tense and
(iii) unmarked verb forms, i.e. bare verbs, will not be used in past tense 

contexts. -

AII these predictions are borne out by the Sophie corpus. The examination of the 
declarative present sentences in the corpus showed that only four tokens of a verb affixed 
with -5 were obtained. In over 90% of the utterances, the agreement marker was omitted. 
Negative and interrogative sentences with a 3rd pers.sg. subject and which used do support 
also showed a complete absence of agreement markers; not one of them contained the 
correct form doesn ’t:

(35) a. My baby don ’t feel well. (2; 8)
b. That don ’t go there. (2; 10)
c. Her don’t feel well. (2; 10) (Ingham 1998:61)

In wh-questions the agreement marker -s  was also absent:

(36) a. Where do that one go? (2; 7)
b. How do that start? (2; 7) (Ingham 1998: 62)

When Sophie uses the inflected auxiliary forms is, are, has or the copula be 
agreement contrast is systematically ignorcd:

(37) a. What are me singing Mummy ? (2; 7)
b. Îs me going a bed? (2; 7)
c. Is our having supper? (2; 7)
d. What are that called? (2; 8)
e. Is those men? (2; 7)
f. What are that man? (2; 9)
g. You ’s not a big girl any more. (2; 7)
h. Has you gol red one? (2; 6)
i. Have you goi somepaper? (2; 7) (Ingham 1998: 63-64)

The data in (37) above providc evidence that at this stage agreement features for 
verbs have not been acquired yet.
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One syntactic reflex of the lack of knowledge of agreement and hence of the lack 
of the agreement projection from the phrase marker should be the lack of Nominative 
case subjects. According to Chomsky (1993), Tense raises to Agrs for Nominative case 
assignment; if Agrs is missing we expect the child’s grammar to use non-Nominative 
subjects since the mechanism for case assignment is not in place yet. An examination of 
Sophie’s subject pronouns reveals that most of her pronoun subjects are in the 
Accusative. She used I  in subject position once, whereas me was used in subject position 
in 321 utterances. She appeared in only two sentences while 163 sentences displayed her 
in subject position. The data is robust enough to support the view that Nominative case 
and subject position are not associated at this stage.

The Sophie corpus also provides evidence that Tense is in place at this 
developmental stage. A possible syntactic reflex of the funcțional category Tense is 
the presence of syntactic modals. Sophie’s corpus contains a significant number of 
modals. By age 2; 8 eight different modals had appeared in the sample at least twice: 
can, can ’t, could, should, shall, will, won ’t, must:

(38) a. Willyou do those letters? (2; 7)
b. Shall me finish Sophie? (2; 7)
c. Jack can ’t go upstairs. (2; 7)
d. Me won ’t sit mon your ’cording machine. (2; 7) (Ingham 1998: 67)

While Sophie’s earlier negative utterances used not in front of the verb (as in 39) by 
age 2; 8 do support was always used in negative sentences in the absence of a modal (35):

(39) a. Her not play piano. (2; 5)
b. That not live downstairs. (2; 5) (Ingham 1998: 67)

Most importantly, the distribution of do and did points to a clear distinction 
between past and present temporal reference; the presence of unambiguous past tense 
forms (went, gave, came, broke, fell) also shows that the verbal forms were used 
appropriately with respect to their temporal value.

One more important piece of evidence which brings further support that Sophie 
has knowledge of Tense at this stage comes from the use of root infinitives. At age 2; 7, 
approximately one third of the verb forms were infinitives. The examination of the data 
reveals that bare verb forms are almost always used with a present temporal value. For 
past tense situations morphologically marked past tense forms are systematically used.

The results of the study clearly show that TP is present at this stage. What is still 
missing is the Agr projection. Such an analysis also shows that the opțional infinitive 
stage is followed by a stage with TP but without agreement, i.e. by a stage during which 
the child’s phrase marker is still truncated. This time, it is truncated above TP. 
Theoretically, it supports the view that Tense and Agreement are distinct projections in 
UG. From the point of view of learnability, it suggests that the structure-building model 
of language development is a valid hypothesis.

3. Performance/processing accounts

3.1. A competence-performance account

Phillips (1995) puts forward a different account of the opțional infinitive stage. 
The leading idea is that root infinitives are fully represented finite clauses, in which 
merger of the verb with inflection has been delayed, i.e. Tense and Agreement markers 
have noi attached to the lexical verb. The child’s phrase marker is idcntical to the phrase 
marker in adult grammar (in this, Phillips adopts the Strong Continuity model). With 
him, the child’s phrase marker has the full panoply of adult funcțional projections; no
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category is either underspecified or absent. Root infinitives cannot be interpreted as the 
result of lack of morphological knowledge because when children at this stage use 
inflectional morphology they use it right. He provides empirical arguments from child 
German and child Italian to show that children’s early speech shows a strong contrast 
between the incorrect use and the omission of agreement affixes. Case substitution errors 
are also rare in languages with overt case marking on DPs (Russian or German). In 
particular, he argues against Wexler’s opțional tense hypothesis, showing that root 
infinitive usage does not correspond to any lack of knowledge of tense. He relies on data 
from Behrens (1993) to prove that knowledge of tense morphology is in place during the 
opțional infinitive stage.

Phillips also challenges the generalisation that the opțional infinitive stage 
emerges only in the child languages whose target is a non-null subject language. 
Empirical data from Italian seem to suggest that children whose target language is 
morphologically richer will use fewer root infinitives and will emerge from the opțional 
infinitive stage earlier. The factor which causes the opțional infinitive stage is claimed to 
exist in any language.

Cross-linguistic- data also reveal that there is no correlation between proportion of 
root infinitives and inflection errors, i.e. children who use root infinitives more ffequently 
do not make more inflection errors. The conclusion reached on the basis of these data is 
that «what is delayed in children leaming languages with more impoverished inflectional 
systems appears to be a factor influencing use of their morphological knowledge, rather 
than a delay in the knowledge of it.» (Phillips 1995: 337). -

To summarise, Phillips starts from the assumption that children have good 
knowledge of the morphology of their target language at a very early stage. They 
sometimes fail to use this knowledge because it is not yet «an overleamed, automatic 
process» (Phillips 1995: 326). The difference between child language and adult language 
is seen as a difference in their processing abilities.

Revisiting data from the literature on root infinitives (mainly, the interaction of 
finiteness and wh-questions and nuli subjects during the opțional infinitive stage) 
Phillips reaches the conclusion that these data actually support the view that root non- 
finite clauses are not allowed in child speech. AII declarative clauses are «finite and 
contain appropriate tense and agreement features, even when they are Spelled-Out as 
root infinitive clauses. Root infinitive clauses contain all the elements of an adult finite 
clause» (p. 346) in which some features are unrealised. When the verb cannot move to 
Inflection, the features of Inflection cannot be spelled out because there is no verbal host. 
In this case, the verb is spelled out as a default form, an infinitive. The representation of 
a root infinitive is the one in (40):

(40)

Subj

Inii

the cat 3rd pers.sg.
the cat 0

V Object

like the fish (Syntax)
likc the fish (Speli Out)

Why does child grammar allow two opțional forms? In particular, why does it 
allow root infinitives to be used in finite contexts? Phillips starts from the following 
thcorctical assumption: syntactic derivations can be rulcd out when they violate -some 
grammatical rcquirement or because of compcting derivations which are more highly 
valucd and hence preferred. Overt movement of V lo I can be avoided by children unlcss

The transition 
from the root 
infinitive stage 
to adult 
grammar is a 
gradual shifl 
from controlled 
to automatic 
acccsslo 
morphological 
knowledge.
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Rool infini- 
lives are used 
in early speech 
because the 
amount of 
Processing 
resources 
necessary for 
thc inlro- 
duction of an 
event file caid 
ihrough a non- 
synlaclic 
presupposi- 
tion (Ihe rool 
infinitive) is 
cheaper.

it is forced by some requirement. For example, in languages like German or Dutch, if a 
wh-element has moved to the Specifier position of CP, the verb will be forced to move to 
C via I. That can explain why in these languages root infinitives are absent in wh- 
questions. But, in principie, V to I movement does not seem to be an absolute 
grammatical requirement. In English subject wh-questions the verb does not have to 
move, for example. Such a view raises the question of why adults apply V-to-I 
movement more consistently than young children. Phillips suggests that the derivations 
which involve overt V-to-I movement outrank those with delayed V-to-I movement for 
two reasons:

(i) overt V-to-I movement faci li tates more complete spell-out of features (in 
those languages where inflectional features can only be spelled out when 
they have a host)

(ii) in English, inflectional features can be realised on the verb or by do 
insertion; overt merge is more economical than insertion of a dummy 
element, and hence favoured.

Thus, the conclusion is that overt merger is favoured and hence V-to-I movement 
is reliably applied in adults. For 2 year olds the same process has not become automatic 
yet and the cost of accessing the inflectional form is greater. The transition from the root 
infinitive stage to adult grammar is seen as a gradual shift from «controlled to automatic 
Processing of the task of accessing morphological knowledge» (Phillips 1995: 360).

The advantage of this account is that it can nicely explain why the number of 
root infinitives decreases gradually; the child’s process of accessing morphological 
knowledge is gradually becoming automatic, most probably on the basis of frequency in 
the input. It can also explain why children use inflected forms correctly when they do use 
them: morphological knowledge is there, but sometimes they fail to access it for 
Processing reasons.

This account can also solve the puzzle of why the opțional infinitive stage is so 
short and «meagre» in rich morphology languages: a child acquiring a highly inflected 
language will encounter inflected forms in the input very frequently, which may speed 
up the transition to a non-controlled access to morphological knowledge.

What this account cannot solve, however, is the problem of the opțional 
infinitive stage in languages like Modern Greek or Romanian, where the default form 
seems to be an inflected form (the -i form in Modern Greek and most probably the past 
participle form in Romanian), i.e. within the theoretical framework adopted by Phillips, 
the verb has already moved to one funcțional projection and merger with the inflectional 
affix which heads the projection has taken place.

Also, the analysis of root infinitives relies on a Distributed Morphology 
framework, where the verb comes bare from the lexicon and merges with inflectional 
affixes via head-to-head movement. Within a minimalist approach, where the verb is 
assumed to come fully inflected from the lexicon, the delayed-merger-hypothesis can no 
longcr explain the emergence of root infinitives.

3.2. A «Umitedprocessing resources» account

Avrutin (1997) explains the emergence of root infinitives in early child speech as 
the reflex of limited processing resources, a learnability explanation identical to the one 
put forth in Phillips (1995) but reached via a different route. According to him, root 
infinitives do not violate any syntactic requirements. They occur cross-linguistically in 
adult speech, which means that they are a UG compatible option. When the child opts for 
a root infinitive, he/she does not make a syntactic error.

Avrutin defines root infinitives as representing a non-syntactic presuppositional 
introduction of an event file cârd into discourse. The child may opt for a root infinitive
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because the amount of resources necessary for the introduction of an event file through 
presupposition is «cheaper».

His analysis of root infinitives in both adult and child grammar adopts Heim’s 
(1982) file change semantics, according to which (indefinite) DPs are represented in 
discourse by file cards. Each file cârd must have a number, therefore each DP bears an 
index. He then extends it to events proposing that not only DPs but also eventualities 
(both States and events) can be represented by file cards. The discourse representation of 
a sentence like the one in (41) will be as in (42):

(41)

(42)

John ate an apple.

Event #
/ ............................ /( t# )

John# apple#
AGENT THEME

As can be seen in (42), the event file cârd contains (i) a time interval (t), during 
which the event holds and (ii) two individual file cards which represent the participants 
in the event. In order to derive the LF interpretation that an event holds during t, the 
event variable and Tense must be co-indexed since Tense and the event are links of the 
same temporal chain (Gueron and Hoekstra 1995). If only one link in the chain bears an 
index, the absence of an index on the other one will count as contra-indexing. When 
Tense bears an index it has a «referențial potențial» in the sense that it is able to denote a 
time interval. Against this theoretical background, Avrutin also adopts Hyams’s (1996) 
proposal that Tense in an infinitival clause has no index.

Three types of infinitival structures used in adult speech are analysed within this 
framework: Russian root infinitives, illustrated in (43), English headlines, illustrated in 
(44) and English mad magazine sentences, illustrated in (45):

(43) Carevna xoxotat 
princess laugh-ing 
‘the princess started to laugh ‘

(44) Clinton to visit Russia
(45) John dance ! Never in a million years !

The sentences in (43) -  (45) are taken to share the following properties:

(i) their Tense is not indexed
(ii) their event variable is not indexed
(iii) their interpretation is possible by resorting to an element in the discourse.

According to Avrutin, an event file cârd can be introduced in the discourse (and 
hence its interpretation is made possible) either through the instantiation of the index of 
the event or through two other mechanisms: the event file cârd is projected by another 
cârd (and the event is consequently interpreted as the result of the event in the projecting 
cârd) -  this seems to be the case of the Russian root infinitive constructions- or the new 
event file cârd is introduced by a presupposed event. This seems to be the case of the 
English mad magazine sentences.

Root infinitives in child speech have similar properties to the mad magazine 
sentences. The only crucial difference between the two is that the range of pragmatic 
circumstances when this discourse representation is possible in child speech is largcr 
Ihan in adult speech. Root infinitives are taken to represent a special strategy of 
introducing an event file cârd into discourse.
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Such an analysis o f opțional infinitives makes several predictions. When Tense 
must bear an index, root infinitives should be impossible. Auxiliaries are part of the 
Tense-chain (Gueron and Hoekstra 1995) and consequently they must bear an index. The 
prediction is that the auxiliaries which occur in child speech should always be tensed, i.e. 
they cannot occur in root infinitives. This prediction is supported with data from various 
child corpora.

Also, recall that Avrutin’s assumption is that root infinitives in child speech are 
like root infinitives in adult grammar, so we expect them to have the same properties. In 
adult grammar, root infinitives cannot appear in embedded contexts. By analogy, Avrutin 
extends this property to child grammar. Though this may be difficult to test (during the 
opțional infinitive stage complex phrases are rare if not absent), Thornton (1998) 
provides some examples from early child English which cast doubt on this prediction:

(46) a. 7 want Aurora swing.
b. 7 want jum p baby.
c. 7 want play.

Another prediction is that stative verbs should not occur in root infinitives. The 
subject of a state predicate is not as prominent as the subject o f a non-stative (eventive) 
predicate and hence it is difficult to access in the discourse. This prediction seems to be 
borne out by the data, at least for child Dutch. Avrutin invokes the results of an 
experimental study (Wijnen 1997 cited in Avrutin 1997) which demonstrate that eventive 
verbs appear in both finite and infinitival clauses at this stage whereas stative verbs 
appear only in finite contexts.

Optionality during the root infinitive stage is explained in terms o f processing 
resources. The amount of processing required for the introduction o f an event file 
through presupposition (in English) is claimed to be « cheaper » than the amount of 
processing required for the introduction of the same file cârd through syntactic 
operations (a finite sentence implies indexing of Tense, o f the event variable and of the 
participants in the event). The English child may optionally choose the less costly 
operation because his/her processing resources are still limited.

However, there are a number of questions which cannot be staightforwardly 
accounted for in terms of the analysis put forth by Avrutin. One o f them addresses the 
assumption that root infinitives evince the same properties in child and adult grammar. 
Haegeman (1995, 1996), comparing adult Dutch and child Dutch infinitival constructions 
argues that in adult grammar the root infinitive is a CP, whereas in child grammar it is a 
truncated structure (Rizzi 1993/4).

Also, one cannot ignore the difference of register which is also discussed in 
Avrutin’s study. If  the only difference between child and adult root infinitives is one of 
register, should we reach the conclusion that the child could get out of the opțional 
infinitive stage once he/she has acquired register variation?

The explanation in terms of processing resources raises questions with respect to 
adult grammar. If it is cheaper to introduce an event file cârd in the discourse through 
presupposition why do languages choose the more costly mechanism in the end instead of 
setting for the cheaper mechanism and rely only on pragmatic means of introducing event file 
cards in the discourse? We would expect languages to (generally) choose cheaper strategies.

3.3. The nuli modal hypothesis

German root 
infinitives 
have a modal 
value.

Ingram and Thompson (1996) prescnt data from child German to argue for a 
modal account of root infinitives in early speech. The framework of their study is 
providcd by what they caii the Lcxical/Scmantic Hypothesis according to which early 
syntactic acquisition is Icxically and scmantically dctermined. In particular, early
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inflected forms are claimed to be first acquired as lexical items and not as roots plus 
affixes5. Another important assumption is that the forms which children produce at an 
early stage cannot represent reliable evidence that they have syntactic knowledge; 
children produce what they heard in the input.

Within this framework, early root infinitives are argued to be used with a clear 
modal meaning, which distinguishes them from the finite forms used during the same 
stage. On this account, choosing the infinitive or a finite form o f a verb does not seem to 
be a matter o f optionality at all.

The Modal Hypothesis States that: «German children in their early stages o f 
acquisition use infinitives as main verbs in sentences that contain a modal interpretation, 
i.e. that some activity will, can or should occur.» (p.102).

In order to test this hypothesis, they examined the data from four German 
subjects. The infinitive form was analysed as having a modal interpretation if  one or 
more of the following criteria was/were met:

(i) a modal appeared in the infinitival construction
(ii) parental input showed a m odal:

(47) Mother: Was mochlest du haben?
what want-2nd pers.sg. you have-inf

Child: Steft haben?
crayon have-inf (Ingram and Thompson 1996: 106)

(iii) if  the transcription gave a modal expansion or interpretation to the 
child’s utterance, as for example in (44):

(48) Katrin: Haben?
have-inf
(willst du die Stifte haben?)
want you the crayon have (Ingram and Thompson 1996: 106)

(iv) if a modal was present in the parent’s response :

(49) Katrin: Stift haben?
crayon have-inf

Mother: Ach, du mochlest einen Stift haben.
yes, you want-2nd pers.sg. a crayon have-inf

The results o f the analysis strongly support the Modal Hypothesis. Most o f the 
time, when children use a root infinitive, they use it with a modal interpretation. The 
assumption is that these constructions contain a nuli modal.

The same criteria were applied to the analysis of the finite forms in the four samples. 
The results point that the finite verbs are used significantly less frequently with modal 
interpretation, which suggests that children use finite and non-finite forms with different 
mcanings, i.e. root infinitives with a modal interpretation6 and finite forms with a non-modal, 
descriptive interpretation. The choice bctween the two is not opțional. Such linguistic 
behaviour observes the Principie of Contrast (Clark 1987) according to which every two 
forms contrast in meaning, i.e. different forms are associated with different meanings.

Children use root infinitives, it is argued, because they tend to simplify structure. Thcre 
are performance limitations on sentence production at this stage. Their use of root infinitives will 
decrcase in time, as the production and processing capacities of the child improve.

•' For a similar proposal, see. among many others, Aldridge (1989) where it is argued that children 
take a verb plus its inflcctional affixes as an unanalyzcd wholc.

" Further evidence in favour of the modal account comes from the history of Gcnnan. The German 
infinitive was first a casc marker for verbal nouns which then evolved into a purposive marker and then into 
the present-day infinitive. It seems that the infinitive itself may create a modal interpretation, rendering the 
German children’s root infinitives irrealis.

Root 
infinitives 
represent 
structures 
with a 
missing 
modal.
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The idea that an auxiliary is missing in root infînitives is also defended in Boser 
et al. (1992) and Whitman (1994). In spițe o f the different assumptions and in spițe o f the 
different arguments presented in the two studies, they share the key idea: root infinitives 
represent structures containing a nuli auxiliary. Boser et al. (1992) explain the emergence 
o f root infinitives in child German within the Strong Continuity Model. Since in child 
German whenever a non-finite form is used it occurs in sentence final position, just like 
in adult structures with auxiliaries, we can say, by analogy, that the auxiliary is absent or 
nuli in the child’s infinitival construction. Crucially, child grammar is assumed to license 
an empty auxiliary in subject-initial sentences. Their hypothesis is interesting because 
they extend the nuli auxiliary analysis (where the term auxiliary is a cover term for 
modals and other «dummy» auxiliaries) from infinitival to other non-finite constructioris, 
such as participial constructions. They argue that children ‘know ’ that auxiliaries select 
different forms of non-finite verbs and that «different auxiliaries have distinct lexical 
content» (p. 89). This means that when they use a certain non-finite construction, which 
is the complement o f one particular auxiliary, they use it with a particular meaning. And 
this is exactly what Ingram and Thompson propose: children use the infinitive with 
modal meaning because it is the complement o f a nuli modal.

The account in Boser et al. (1992) could provide a unifying frame of analysis for 
all the non-finite forms which are attested in early child language, both in nuli subject 
languages and in non nuli subject languages. Since it is assumed that children have to 
learn the overt realisation of Aux, i.e. the elements which exhibit cross-linguistic 
variation, one may expect non-finite forms in child speech to be subject to language 
variation (infinitives in some languages, participle in others). Also, if  in non-finite 
constructions an auxiliary (whose lexical content is known to the child) is missing, the 
only possible conclusion is that finite and non-finite forms are not optionally chosen. 
Again, this is the conclusion which Ingram and Thompson reach in their study.

Speculating in guise of conclusions, one may say that these two studies which 
argue for a nuli or missing element in root infinitives may open a new track o f inquiry 
which may reach the conclusion that, on the one hand, one cannot speak of an 
«infinitive» stage (the default may differ from one language to another) and, on the other 
hand, regardless of the name of the stage (infinitive, non-finite, participial, etc.) choosing 
between the finite and non-finite form may not be opțional after all. Such a conclusion 
would be in line with assumptions about our linguistic computațional system, which is 
defined as avoiding optionality, as well as with the continuity hypothesis: the child’s 
grammatical system is in place but, either for processing reasons or for gaps in his /her 
lexicon some elements are still omitted.

Unfortunately, in spițe of its explanatory power, such a view raises, however, many 
questions, the most important of which is linked to an account for the cluster of the properties 
which are analysed as going hand in hand with the emergence of early root infinitives.

Equally important, the account fails to answer the old question o f why auxiliaries 
or/and modals are the ones which are systematically omitted at this stage.

SUMMARY

In this chapter cross-linguistic data have becn discusscd with a view to showing 
that there is a stage in language development when non-finite forms are used in contexts 
which require the usc of finite forms in the target grammar. These non-finite forms, 
which seem to be, in many languages, the infinitive, evince a number of charactcristic 
properties (both structural and interpretative) which distinguish them from the root 
infinitives which occur in adult speech:

• child root infinitives do not require a special context
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• the interpretation of child root infinitives is more ‘generous’ than the one of 
the root infinitives used in adult speech

• there is a link between early root infinitives and the aspectual class the 
predicate belongs to, link which is absent in adult grammar.

Various answers to the question with respect to the possibility, available in child 
speech but absent from adult grammar, of optionally using the finite and the non-finite 
form of the verb in root contexts have been presented. Children use root infinitives at this 
stage because of:

A. a competence deficit:
• early representations are purely lexical, funcțional categories (Tense and Agr 

in particular) are not yet available (Radford 1990).
• the child cannot distinguish the values of (syntactic) Tense, which is opțional 

at this stage (Wexler 1994).
• Agrs, Tense or both are optionally omitted (Schutze and Wexler 1996)
• the so-called Unique Checking Constraint prevents the computațional system 

from checking the D feature of a DP more than once; in order to save the 
derivation, the child chooses to omit either Tense or Agrs ( Wexler 1998)

• early grammar lacks both Tense and Agreement (Ingham 1998)
• the child does not know that every clause must be a CP and may project 

truncated structures (VPs or Agr0Ps), which lack Tense and all the projections 
above Tense (Rizzi 1993/1994).

• the child does not know the (pragmatic) rule which blocks co-reference when 
the temporal interpretation reached via co-reference is the same as the one 
reached via bound anaphora. *

B. processing limitations
• root infinitives occur in early speech because merger of the verb with 

inflection can be delayed for processing reasons (Phillips 1995).
• root infinitives represent a ‘cheaper’ strategy of introducing an event file cârd 

into discourse (Avrutin 1997).
• root infinitives are structures that contain a nuli modal, omitted because of 

processing limitations (Ingram and Thompson 1996).

Cross-linguistic empirical data provide evidence that root infinitives do not exist 
in all languages. Several explanations are available:

• root infinitives can only occur in non-null subject languages (Rhee and 
Wexler 1995).

• root infinitives can only occur in those languages in which the UCC applies 
non-vacuously with respect to the checking of the Agrs feature (Wexler 1998)

• root infinitives occur in languages in which finiteness is expressed 
exclusively by number (Hockstra and Hyams 1998).

Further reading

Advanced: Most of the papers briefly presented in this chapter require somc 
background in generative syntax. But you will certainly benefit by going to these papers 
yourself and get your own picture of the various analyses. If you want to read a more 
general paper, Schbnenberger, Pierce, Wexler and Wijnen (1995) offers a good 
introduclion to the accounts of root infinitives.
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4.3

HOW SUBJECTS EMERGE
Grown-ups never understand anything by themselves, and it îs 
tiresome for children to be always and forever explaining 
things to them. (Antoine de Saint-Exupery -The Little Prince)

KEY POINTS:
In this chapter you will tind out how children cope with subjects. In particular, 

about:
• why they occasionally drop the subject during early stages, even when the 

target language is a non p/o-drop one
• why they occasionally case mark subjects in a deviant way
• links between subject omission, wrongly cased subjects and other properties of 

early gramniar

1. The Phenomenon

1.1 Subjectless sentences in early grammar

1.1.1 Cross-linguistic data

Work on early language has revealed that child grammar may start with a stage 
when subjects are opțional, not only in /tro-drop languages1, like Italian (1) or Modern 
Greek (2), but also in languages like English (3), Danish (4), German (5) or French (6), 
where the value of the pro-drop parameter is negative:

1 In linguistic theory, it has been noticed that in some languages lexical subjects may be omitted whereas 
in others nuli subjects are disallowed. The parameter responsible for this difference is the so-callcd /rro-drop 
parameter. where pro stands for the empty subject. The parameter has a posilive value in pro-drop languages, such as 
Italian. Romanian. Spanish or Modem Greek, in which the subject can be omitted, but a negative value in languages 
like English, French. German or Mainland Scandinavian, where the subject cannot be omitted in usual environmcnts. 
For a more dctailcd discussion on the pro-drop parameter and its implications for the structure of language, sce 
Cornilescu (1995). Haegcman (1991/1997) or the studies in Jaeggli & Safir (1989).

(1) a. tanti ocattoli porta 
many toys brings 

b. pendo chelta 
take-lst pers.sg. this 

c. la vado
there go-lst.pers.sg. (Schaeffer 1990)

(2) a. kani padhl 
makes puzzle 

b. ehi sokolata 
has chocolate 

c. thelis tili
want-2nd pers.sg. cheese (Hamann & Plunkctt 1998)

Subjects are 
occasionally 
omitted in 
early grammar.
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(3) a. throw away
b. make a house
c. sit on piano
d. outsidecold (Hyams 1986)

(4) a. se, blomster har
look, flowers have/s

b. ikke kore traktor
not drive tractor (Hamann & Plunkett 1998)

(5) a. Brauche nich lala.
need not păci fier

b. Macht das. 
does it 

c. Esse pudding. 
eatspudding (Weissenborn 1992) 

(6) a. boit cafe 
drinks coffee

b. faire un autre 
make another one 

c. est tombe
is fallen (Pierce 1989)

Early 
subjectless 
senlences are 
the result of a 
competence 
deficit.

1.1.2 Possible approaches to the phenomenon

While analyses converge on pointing out that early child grammar produces 
subjectless sentences (most probably cross-linguistically), there is a split in the literature 
with respect to the cause of early missing subjects as well as with respect to their syntactic 
status. Some acquisitionists assume that they are the result o f some grammatical deficit. 
Their accounts reflect the position that they adopt with regard to language development. 
Supporters of the Weak Continuity Hypothesis link the occurrence of missing subjects to 
the lack of funcțional projections which could host the subject DP or which could provide 
the appropriate configuration for Nominative Case assignment.

Advocates of the Strong Continuity Model have proposed that, since children 
also use overt subjects at this stage, their grammar seems identical to the grammar of 
pro-drop languages like, for example, Romanian, Italian or Spanish, where both overt 
and nuli subjects are allowed in adult grammar. On such a view, early subjectless 
sentences do not represent violations of UG; they are the result of the mis-setting of the 
pro-drop parameter: children adopt a positive value for this parameter, regardless of its 
value in their target language (Hyams 1986). They would begin with a pro-drop-like 
grammar and switch off to the target grammar later. Evidence in favour of this 
hypothesis comes from the considerable number of early French utterances, which 
contain a postverbal subject (Friedemann 2000). The two examples below are both taken 
from Friedemann (2000):

(7) 'A. a chante Victor.
has sung Victor

b. fait du bruit la voiture.

Early 
subjectless 
sentences are 
the result of a 
Processing/ 
performance 
deficit.

makes noise the car

Not only does this empirical fact suggest that the early grammar has properties 
associated with pro-drop languages (which allow both nuli subjects and postverbal oncs) 
but it also raiscs the question of whether the two phenomena should be indeed treated 
together in early syntax. A survey of the available files indicates that child speech gets 
rid of nuli and postverbal subjects around the same age (Fricdeman 2000), which means 
that the two phenomena could be traced to the same cause.
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Other acquisitionists link the optionality of overt subjects in early child language 
to pragmatic factors (Greenfield and Smith 1976), to limitations on processing factors 
(Bloom 1990) or on performance factors (Valian 1990, 1991). Others provide a prosodic 
explanation (Gerken 1991) or try to integrate grammatical and discourse-based 
approaches (Rizzi 1994, Hyams 1996, Hamann & Plunkett 1998).

As already discussed in the previous chapter, there is a connection between the 
existence of nuli subjects and the opțional use of the infinitive and between the child 
going out of this infinitive stage and his/her correct use of an overt subject, where 
required by the target language. This raises the question of whether the two phenomena 
are connected and, if they are, whether the relation is a cause-effect one. However, 
linking the occurrence of nuli subjects exclusively to properties related to the opțional 
infinitive stage overlooks the fact that early nuli subjects are attested in finite sentences 
as well. It is true that the survey of the data reveal a strong tendency of nuli subjects to 
occur in infinitival constructions, but they also occur, in sufficient number, with inflected 
verbs during the same stage (Bromberg and Wexler 1995 for English, Rasetti 2000 for 
French). This raises doubts with respect to those explanations that reiate early missing 
subjects to the lack of the Tense projection. It also poses the question of whether nuli 
subjects have the same properties in the two contexts in which they are attested: finite 
and non-finite. Bromberg and Wexler (1995) argue that there are actually two types of 
early nuli subjects: one that occurs with the infinitive and one that can occur with both a 
finite and a non-finite form of the verb.

1.1.3 The syntactic status of early nuli subjects

The syntactic status of early nuli subjects has also been a matter of debate. On 
the one hand, they have been assimilated to the nuli subjects of pro-drop languages. 
Along this line, they have been treated as pro (Hyams 1986) and as a nuli topic similar to 
nuli subjects in Chinese (Hyams 1992). On the other hand, they have been compared to 
the nuli subjects available in non /iro-drop languages. On this account, an English 
utterance containing a nuli subject will not represent a deviation from the target, since 
early nuli subjects are like adult nuli subjects.

The fact that a considerable number of missing subjects are attested in infinitival 
constructions pointed to the possibility of assimilating them to PRO2 (Sano and Hyams 
1994, Rasetti 2000), which is allowed in adult non-finite sentences. This hypothesis can 
be best accounted for within any developmental model which treats root infinitives as 
bare VPs. In this case, the verb is assumed to remain in situ, it has no inflection (or 
minimal inflection), and consequently it cannot assign Case to the DP subject, just like in 
adult non-finite constructions.

This analysis, however, cannot explain why nuli subjects are also used with 
inflected verbs. This is why other researchers try to reiate missing subjects in child syntax 
to missing subjects in finite contexts in languages which are notpro-drop. In languages like

Early nuli 
subjects = 
pro

Early nuli 
subjects = 
(Chinese- 
like) nuli 
topics.

Early nuli 
subjects= 
PRO.

2 PRO represenls the non-overt subject of non-finite clauses. It has been defincd as an NP with the 
tealurc matrix |+anaphor. +pronominal], Its interpretation can be either controllcd by an antecedent (in which 
casc it bchavcs like an anaphor) or free (in this case it behaves like a pronoun):

(i) I tried [PRO to go].
i ii) I teld John [PRO to go],
(iii) It is easy [PRO to translate this text].
In (i) and (ii) the antecedent of PRO is available in the main clause; the subject in (i) and the object 

in (ii) control the interpretation of the non-overt subject of the infinitival clause. In (iii), there is no 
antecedent in the main clause and PRO receivcs an arbitrary interpretation, i.e. it refers freely.

The most important diffcrcnce between overt subjects and PRO is that the lattcr is not assigncd 
Casc. Its occurrence is restrictcd to those contexts in which it cannot rcceive Case. This explains why PRO 
and overt subjects do noi alternate.
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Early nuli 
subjects = 
nuli topics

French or English, the subject can be omitted in finite clauses in special contexts, such as 
diaries (8), short notes (9) or in casual spoken language (10). AII the examples below are 
taken from Haegeman (2000).

(8) Cried yesterday morning: as i f  it were an hour o f  keening: why is crying
so pleasurable. (Sylvia Plath, 10.1.1959,288)

(9) Wish you were here.
(10) He said: Does the name Farriner mean anything to you? C an’t say it 

does. .
What happened to Mary? Went away fo r  a while.
Told you so.

Early nuli 
subjects = an 
empty 
category.

This led to the conclusion that child nuli subjects can be assimilated to such 
missing subjects attested in adult speech. With Haegeman (1990), Bromberg and Wexler 
(1995) and Weissenborn (1992) they are treated as nuli topics, with Rizzi (1994) and 
Haegeman (2000) and, from a slightly different perspective also with Radford (1996) they 
are defined as an empty category (a nuli constant) which has the features [ -  pronominal, 
-  anaphoric, -  vâriable], On such a view, early subjectless sentences are not deviant from 
the target grammar, which also allows topic dropping. The only difference between child 
and adult speech would be related to the number of contexts in which such subjects are 
allowed: Young children are less discriminating than adults as to the variety o f  pragmatic 
contexts in which they will allow nuli topics (Bromberg and Wexler 1995:244).

1.2 Non-Nominative subjects in early grammar

1.2.1 The Data

Besides nuli subjects, early child grammar may also produce non-Nominative 
subjects, i.e. DPs inflected for the Accusative (or Objective)/ Genitive may occur as 
subjects. Though usually treated together as instances of wrongly cased subjects, they do 
not occur with the same frequency cross-linguistically nor within one and the same 
language. While Accusative subjects have been attested in several child languages, 
Genitive subjects have been found only in child English. Moreover, the examination of 
corpora of child English reveals one more asymmetry between the two types of ‘wrong’ 
subjects: instances of all Accusative personal pronouns have been detected in subject 
position (11) whereas my is much more frequently used than any other Genitive pronoun as 
a subject (12):

(11) me ta lk /n ie  do it (Radford 1996) 
him bad dog/ thent eyes (Gruber 1967) 
us able to make two trees (Huxley 1970)

(12) niy caught it/my cui it/ my cried in the bed (Vainikka 1993/1994)

As the data in the table below (taken from Radford 1998:120) show, many 
English speaking children use only my and/or her (more rarely) as subjects:

Recorded examples of Genitive subjects
Table 1

Child Age MY HER OTHERS
Petcr 2;0-2;8 39 0 0
Eve l,6-2;3 13 5 0
Nina 2;l-2;5 12 1 14 0
Naomi 2;()-2;5 4 2 0
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However, other Genitive pronouns have been occasionally attested in child 
English (Fletcher 1985, Brown 1973):

(13) our play that on floor/ can our do it again (Fletcher 1985) 
its can ’t fit with d is/its  opens/why its flies all by itself? (Brown 1973)

Vainikka (1993/1994) argues that it might be the case that young children use a 
wider variety of Genitive subjects than usually assumed. This discrepancy would be due 
to the fact that some of the data may have been mis-transcribed. Thus, what is usually 
transcribed as you ’re/it ’s/they 're could actually have been uttered your/its/their.

An opposite point of view is put forth in Radford (1998), where the very 
existence of a Genitive-subject stage is denied.

Regardless of the position one might side up with, the fact that English speaking 
children sometimes use Genitive subjects or what might look as a Genitive subject at first 
sight still needs an explanation, be it to merely show that they are not Genitive after all.

1.2.2 Possible approaches to the phenomenon

The question that such data lead to is to what extent Genitive and Accusative 
subjects can be treated in a unified way. This question is justified not only by the fact 
that Genitive subjects seem to be attested only in child English, but also by the fact that 
the use of different Genitive subjects can be (and has been) traced to different causes, 
i.e.Genitive subjects themselves could not be analysed in a unified fashion.

Leopold (1939) proposes that my subjects represent a misanalysis of the 
phonologieal sequence am I  with a reduced vowel. This could explain the overwhelming 
majority of my subjects (vs. other Genitive pronominal forms) and also the cross-linguistic 
gap with respect to Genitive subjects, which have been attested only in child English.

Along similar lines, Radford (1998) argues that my is a lexical variant of I: it is 
misanalysed as the strong form of the Nominative pronoun I. Children would 
hypothesise, on analogy with the weak variants ‘im and ‘em of him and them, that 1 is 
the weak form of /m+ai/. On this view, my no longer represents an instance of a wrongly 
cased subject, but a strong Nominative pronoun used as a subject. The prediction would 
be that children should use my with uncontracted auxiliaries but never with contracted 
ones (sequences such as m y’ll, m y’d should not occur), because contracted forms 
represent instances of cliticisation of a weak pronoun onto a weak auxiliary. Empirical 
data support the hypothesis:

(14) No, my am coming up to play in there.
My can ’t open it by myself.
My will do it again.
Should my make an airplane? (Rispoli 1995)

The use of her as a subject has been attributed to a gap in the early lexicon. 
Schiitzc (1997) argues that at this stage the child has not learned the form she yet but 
he she knows the form her, which has almost identical features to the Nominative 
pronoun: 3'd person, feminine, singular. Consequently, whenever this set of features is 
intended, her will be used. This account predicts that her and she should not co-occur as 
subjects during the same stage. But, empirical data (like the ones in 15) show that not 
only do the two pronominal forms co-occur, but they can even be found within one and 
the same sentence (Huxley 1970, Pensalfini 1995) :

(15) Her is jolly strong, isn ’t she?
She kept hiding our balls and I needed to shoo her away but her didn ’t 
go. (Huxley 1970)

My subjects 
could 
represent a 
misanalysis of 
the 
phonologieal 
sequence am I.

My subjects 
could be 
interpreted as 
the strong 
Nominative 
variant of/.

Her subjects 
could be 
traced to a gap 
in the early 
lexicon.
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Non- 
Nominative 
subjects could 
be the result of 
a deficient 
Case system.

My subject 
utterances 
have been ana- 
lysed as pre- 
cursors of Re
strictive Rela
tive Clauses.

Ullerances 
containing 
Accusalive/ 
Genitive 
subjects may 
represenl 
focus or topic 
struclures.

Radford (1998) points out that her represents both the Accusative and the Genitive 
form, which means that her subjects could be interpreted only as Accusative pronouns.

Other linguists argue that non-Nominative subjects are the reflex o f a grammatical 
deficit, mainly affecting the mechanism of Case assignment. They usually focus on the 
question o f whether children have knowledge of Case or /and o f DP movement at this early 
stage. For example, the occurrence of Genitive pronominal subjects has been assumed to be 
due to the lack of subject raising (Deprez and Pierce 1993) in child grammar. Also, some 
default Case mechanisms have been invoked (Vainikka 1994, Bromberg and Wexler 1995).

An interesting explanation for the use o f my as an early subject is the one in 
Hamburger (1980). Starting from the analysis o f the data o f an intensive longitudinal 
study o f an English-speaking monolingual child (24 -  28 months), he reaches the 
conclusion that child utterances like the ones in (16) below are precursors o f Restrictive 
Relative Clauses:

(16) a. Adult: W hat’s this? (pointing to yesterday’s drawing) 
Child: My did it.

b. This my did.
c. This is my did it.
e. That may did it. (Hamburger 1980: 396-397)

Such sentences are interpreted, according to Hamburger’s analysis, as ‘This is a 
(my) thing such that I did it’ (p. 398). Gradually, these constructions are replaced by 
sentences like those in (17):

(17) a. Look -a wy made.
b. Look at what I  made. (Hamburger 1980: 411)

Other linguists propose that structures containing Accusative/ Genitive subject 
pronouns are better analysed as focus or topic structures. Gruber (1967) argues that 
Accusative subjects do not actually represent deviations from adult grammar; they are 
left-dislocated topics and consequently child grammar and adult grammar do not differ in 
this respect. Structures like the ones in (18) are analysed as manifestations o f the topic- 
comment construction:

(18) me wanna truck 
me take the wheel 
me draw
him go right back 
no him no bike 
m eshow you?  (Gruber 1967: 53)

Gruber points out that in the corpus he studied there is always a contrast in 
intonation pattern between such constructions and sentences with a Nominative pronoun 
(‘unmarked’ pronoun, in his terms). The Accusative subject has the intonation of a 
declarative sentence and is separated from the rest of the sentence.

Thornton (2000) argues that the my subjects in her Aurora corpus are limited to 
contexts of contrastive focus, more specifically when a grown up person offered to help 
the child, but she wanted to take charge herself:

(19) Context: Mothcr explains that she needs to put the lid on A ’s cup.
A: No, my do that! (Thornton 2000)

These focused subjects are argued to occupy a higher focus position, in the Spec 
ol a focus projection. The my subjects are very soon replaced by / 'm  in these contrastive 
focus contexts, which suggest that the earlier my-s represcntcd an instance of mctathcsis 
(as argued in Leopold 1939):
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(20) Context: Mother offers to put toothpaste on her toothbrush for A.
A: No, I ’m do it. (Thornton 2000)

The analyses briefly presented above show that it is not clear whether various 
Genitive subjects, on the one hand, and Accusative and Genitive subjects, on the other 
hand, should be explained as rooted in the same clause. Schiitze (1997), for example, 
proposes that they should be treated separately.

In spițe of the fact that this intuition is essentially correct, in what follows 
Genitive and Accusative subjects will be treated together, given the fact that most of the 
studies which will be presented try to account for the two phenomena in a unified way.

2. Accounts of nuli subjects in early child language

2.1. Competence deficit accounts

. 2.1.1. The questions

Grammatical accounts (most of which within the framework provided by the 
Principles and Parameters framework, but also with minimalist flavour in more recent 
studies) propose that early nuli subjects represent a grammatical option, rooted in the 
properties of early grammar. A competence-deficit of some sort is responsible for the 
opțional use of subjectless sentences at early stages of linguistic development. In spițe of 
the different analyses or hypotheses put forth with respect to missing subjects, most of 
the studies analysing subjectless sentences in early child language as rooted in some 
competence deficit focus mainly on the following problems:

(i) how can one account for the cross-linguistic existence of nuli subjects in 
early grammars?

(ii) what is the status of nuli subjects in child grammar? Are they different 
from missing subjects in adult grammar or from nuli subjects in /v-o-drop 
languages?

(iii) how are they licensed and identified?
(iv) how do children get rid of subjectless sentences when their target language 

does not allow them?

2.1 .2. The parameter mis-setting approach

Hyams (1986) represents the first attempt to apply the Principles and Parameters 
model to the study of first language acquisition. Though her claims have been disputed in 
many ways (she has constantly revised her analysis herself), one cannot deal with the 
problem of nuli subjects in early child language without going back to the first account 
of this phenomenon.

In her analysis of subjectless sentences in child language, Hyams adopts the 
approach to nuli subjects developcd in Rizzi (1982), according to which nuli subjects are 
governed by a [+pronominal] Inflection, whereas in languages like English, Inflection 
uannoi be specified as [+pronominal] and, consequenlly, nuli subjects arc disallowed. 
She produces a modified version of this analysis, which takes as crucial the identity of 
the head of the Inflection projection. On her model, UG contains the following rules:

(21) a .S -» N P ,I ,V P
b. I -  (AGR)3, AUX

Early nuli 
subject 
sentences 
reflect a 
competence 
deficit.

'Hyams (19X6) uscs AG Tor AGR; sincc AGR is morc widely used, 1 will use this abbreviation 
instead of the one she docs.
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The parameter 
mis-setting 
approach: the 
nuli subject 
parameter 
comes fixed at 
an inițial 
setting; 
children start 
with an 
Italian-like 
grammar, 
where nuli 
subjects are 
allowed 
(regardless of 
their targel 
language).

The rule in (21b) relies on the idea that Agreement (i.e. features o f person, 
number and gender) may/may not be marked in some languages (Italian vs. Chinese, for 
example) or across constructions in one and the same language (finite vs. infinitival 
constructions in English, for example). Hence the optionality o f AGR. AUX, on the other 
hand, is not opțional, and it is assumed to contain at least Tense features. According to 
Hyams, Inflection can he headed by either AUX, when it contains lexical material (as, 
for example, the English modals), or by AGR. In languages like Italian or Spanish, which 
allow nuli subjects, AGR is identified with PRO4 (AGR=PRO) and it licenses pro in 
subject position, whereas in languages like English or French, AGR cannot be identified 
with PRO (AGR * PRO) and hence pro  subjects are disallowed. Within her approach, 
pro-drop languages have their pro  subject governed by AGR/PRO as can be seen in the 
representation o f the Italian sentence in (22):

(22) Paria.
‘(He) talks’
[ NP p r o ^  AGR/PRO, AUX][V P ...]

In early child English, lexical subjects are opțional and expletive subjects are 
always omitted (23):

(23) a.Outside cold.(= It is cold outside)
b.No more cookies. (=There are no more cookies)
c. Yes, is toys in there. (= There are toys in there) (Hyams 1986)

By assumption, early English would be like Italian or Spanish. The child acquiring 
English would start out with an Italian-like grammar and early nuli subjects would 
represent a grammatical option. Consequently, subjectless sentences do not represent 
violations of UG; they simply are the result of a parameter setting different from the target 
language. Hyams argues that the Nuli Subject parameter comes fixed  at an inițial setting, 
i.e. AGR = PRO. Children speak an Italian-like language at early stages and, on the basis of 
the information provided by the input, they will eventually change the inițial setting and 
switch off to the grammar of their target language. The mechanism via which re-setting5 
takes place is dependent on the child’s noticing the use of expletives (of it and there in the 
case of the English speaking children) in the target language. The presence of these 
elements in the positive data is taken to act as a trigger, which will switch the parameter to 
a different value, since pro-drop languages do no allow lexical expletives.

The theoretical implication is that UG provides a markedness ordering on the 
values of the Nuli Subject parameter, with the AGR=PRO being the unmarked value. For 
linguistic development, the implication is that the child initially mis-sets the value of the 
pro-drop parameter. According to the Parameter Mis-setting hypothesis, early nuli 
subjects are identical to pro subjects in languages like Italian.

However, there are a number of reasons to be sceptical of the claim that early 
subjects have the status of pro  found in pro-drop languages. One is related to the 
identification of pro-, in languages like Italian or Spanish, it is identified (i.e. its 
interpretation is made possible) by the rich inflection on the verb. But, in early child 
English, there is no overt manifestation of agreement morphology, which raises the 
question of how pro  is identified in this case. The second is linked to the distribution of 
nuli subjects in early speech and in nuli subject languages. Early nuli subjects very rarely 
occur in w/î-questions, whereas subjects can be dropped in this cnvironment in languages 
like Italian (24) or Romanian (25):

‘'AG (i.e. AGR) in /w-drop languages exhibils all of the erucial properties of PRO. the element 
typieally found in subject position of infmitivals, and is thus to be identified with PRO in thosc languages. It 
is in this sense that AGR is defined as 'pronominal'. (Hyams 1986:32).

Sec Chapter 2 for a discussion on the rc-sclling of parameters.
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(24) a. Dove vai?
where go-2nd pers.sg.? /

b. Cosa fa i?
what do-2nd pers.sg.

(24) a. Unde mergi?
where go-2nd pers.sg.

b. Ce faci?
what do-2nd pers.sg.

Early nuli subjects can only occur in main clauses (sentences like 26 below are 
unattested in child language, Hyams 1996), whereas in pro-drop languages they can 
occur in both matrix and embedded clauses (27)6:

(26) I  said that went home.
(27) a. Italian: Ho detto che andava a casa.

b. Romanian: Am spus că merge(a) acasă.
‘have-lst pers.sg. said that pro went-3rd pers.sg. home’

These empirical data provide evidence that there are significant differences 
between the distribution o f nuli subjects in child language and in pro-drop languages.

For the acquisition o f English, the prediction is that modals should be absent at 
the opțional nuli subject stage and that the English-speaking children would acquire the 
modal verbs at approximately the same time when they (begin to) abandon subjectless 
sentences. But there is evidence that modals are used infrequently at this time and that 
there is no direct link between the emergence of modals and the end o f the nuli subject 
stage (O ’Grady et al. 1989, Radford 1996).

Empirical data also show that English-speaking children start using verbal 
inflection at the time when they shift from subjectless sentences (Guilfoyle 1984 among 
others), which may suggest that the two events are related. The account in Hyams (1986) 
fails to explain this relation. AH these problems are addressed in Hyams (1992).

The analysis is problematic from a developmental perspective as well. The assumed 
process of parameter mis-setting poses non-trivial questions. Once the child has set the value 
of one parameter, it might be the case that, in a cascade-like process, other parameters will be 
automatically fixed (see, for example, Stromswold and Snyder 1997 where several linguistic 
phenomena are traced to the setting of one single parameter). On the other hand, there is 
evidence that children fix the correct value of parameters quite early.

Another question concems the process of de-leaming: how does the child switch off 
from one value to another? Can we accept the idea that parameter values can be re-set?7

Hyams (1996:97) acknowledges the problems of her previous analyses: “There can 
be no intermediate stage of development characterised as a parameter mis-setting since this 
would have been set on the basis of data which are compatible with both the correct value and 
the incorrect value for the target language” and proposes a different account.

In spițe o f the many problems raised by the 1986 account, H yam s’s early 
analysis rem ains the first one that treated the early nuli subject phenomenon as 
rooted in a grammar deficit.

2.1.3. A morphological unil'ormity account

The linguistic account of nuli subjects adopted in Hyams (1992) is the one 
developed by Jaeggli and Safir (1989). Their analysis starts from the obvious empirical

" For more examples and a morc delailcd discussion, scc Roepcr and Wcissenborn 1990, Valian 
1991. Wcissenborn 1992.

Sec also 3.2.2.2 in Chapler 2 for a more detailed discussion on parameier mis-setting.
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fact that nuli subjects are equally allowed in languages with rich morphology (such as 
Italian, Spanish or Romanian, for example) and in languages with no agreement 
morphology (such as Chinese). On the other hand, there are languages with 
morphological complex forms, in particular with overt markers of agreement (such as 
German or French), which do not allow nuli subjects. These facts can only lead to one 
conclusion: not all null-subject languages have rich inflection and rich inflection is not 
necessarily associated with nuli subjects. This raises the question of the Identification of 
pro: if it is not rich inflection, in particular agreement morphology, which is responsible 
for its identification, how is this nuli element identified?

Jaeggli and Safir propose that the crucial property of a nuli subject language is 
what they caii “morphological uniformity”: inflectional forms in a paradigm must be 
either only underived or only morphologically complex. They state this condition as the 
Morphological Uniformity Principie:

(28) Nuli Subjects are permitted in all and only those languages which have 
morphologically uniform inflectional paradigms.

According to this principie, languages like Italian or Romanian, with 
morphologically uniform inflectional paradigms (29), allow nuli subjects:

(29) a. Romanian: vorbesc/ vorbești/vorbește/vorbim/vorbiți/vorbesc 
b. Italian : parlo/parli/parla/parliamo/parlate/parlono 
(I, you, he, she, we, they) speak(s)

Languages like Chinese, where the forms are never morphologically complex, 
will also allow nuli subjects. .

But in English, where morphologically complex (speakS) and morphologically 
simple (speak) forms coexist, nuli subjects are disallowed. The paradigm is, in this case, 
a mixed one.

However, there are languages like German or French which have morpho
logically complex forms ( as the paradigms in 30 illustrate) and which are not nuli 
subject languages, thus posing a problem for their account:

(30) a. French : parle/parW parle/ par\ons/par\ez/par\ent
(I, you, he, she,we, they) speak(s)
b. German: arbeite/ arbeitesZ/arbeiteZ/ arbeitezz/arbeiten
(I, you, he, she, we, they) work(s)

This is why Jaeggli and Safir resort to an explanation which draws a clear line 
between licensing and identification of pro. Morphological uniformity represents the 
licensing condition, i.e. it provides the context in which pro can occur. But pro, like any 
nuli category, must also be identified, i.e. its reference has to be available. On their 
approach, pro can be identified by: (i) local AGR (which must include Tense) or (ii) a 
c-commanding nominal or (iii) a topic.

In German and Icelandic, Tense features are separated from Agr features, since 
the former are located in the Complementizer projection. Hence, pro cannot be 
identified. In languages like Italian or Romanian, Tense and Agr features are located in 
Inflection; hence the identification requirement is met. Chinese resorts to (ii) or (iii) for 
the identification of its nuli subjects.

Lct us sce now how Hyams (1992) imports this analysis into the domain of 
acquisition. If a child acquiring English uses nuli subjects at an early stage, it means that 
he/she takes the target language as being morphologically uniform. Actually, at the same 
stage, child English is morphologically uniform, because childrcn systematically omit 
verbal inflection, in particular agreement and tense markers. Hence, the licensing 
condition is met. When the child acquires the inflectional system of English and rcaliscs 
that it is a mixed one, nuli subjects will be banned. Empirical data support this vicw: it
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has been noticed that children start abandoning subjectless sentences at approximately 
the time when they start using tense inflection in a systematic way (Guilfoyle 1984). 
Hyams’s (1992) analysis can now account for the simultaneity of these two events.

What about the identification of nuli subjects in child English? Agreement is 
absent at this stage, which clearly distinguishes child English firom child Italian, for 
example. Thus, if the English child does not start with an Italian-like grammar (as 
Hyams assumed in her previous study), how does his/her grammar meet the 
identification condition of nuli subjects? She adopts Huang’s (1982, 1984) account of 
nuli subjects in Chinese and proposes that in early child English the nuli subject is 
identified as a topic. In this respect, she likens the English-speaking child to the Chinese 
one, i.e. early English is assumed to allow topic binding of nuli arguments.

On Huang’s analysis, in discourse-oriented languages, such as Chinese, empty 
subjects are identified by a mechanism which he calls “topic-identification”, and which 
allows the nuli subject (which is a variable within this approach) to be identified by an 
empty topic whose referențial properties are derived from discourse. Hyams (1992) 
proposes that the nuli subject is a pro element in early grammar (departing in this respect 
from Huang’s analysis) which English-speaking children would identify via a topic- 
chain, as in Chinese8:

(31) DISCOURSE
TOPICj [topiCj [s  pro, [INFL]....]]

The leamability implication of this new approach to nuli subjects is that 
uniformity (and no longer a positive value for the AGR=PRO parameter) is the child’s 
inițial assumption with respect to his/her morphological system. This will be in line with 
the Subset Principie (Berwick 1985) which States that if there is a choice between two 
parameter values, one which generates a language that is a subset of the other, the child 
will initially assume the value which generates the subset language. In this case, if the 
child assumes that his/her language has either morphologically complex or 
morphologically simple forms, he/she will start with the more restrictive hypothesis and, 
on the basis of input, he/she will extend the grammar so as to include the other type of 
form (if the target language is a morphologically mixed one).

In Hyams (1986) the optionality of missing subjects is related to a concurrent 
absence of the modals, the assumption being that the child will begin to use modal verbs 
when he/she abandons the use of nuli subjects. This assumption, however, was 
disconfirmed by empirical data. In Hyams (1992) the emergence of the English modals, 
of be and the infinitival to is no longer seen as a direct effect of the nuli subject 
parameter. Their emergence is the direct effect of the development of a +/- tense 
distinction in the child’s grammar. This would explain why the use of auxiliaries 
increases only after the child uses tense inflections productively and systematically. 
Before that, during the uniformity stage, when tense is not specified, auxiliaries, which 
are associated with Tense, are also absent. However, Radford (1996) provides examples 
of subjectless sentences that do contain an auxiliary:

(32) a. don ’t know
b. can ’t clock them down
c. don ’t paint that (= I didn’t paint that) 
d. don ’t work (= it doesn’t work)

Such sentences show that children may use auxiliaries during this stage; but as one 
can see in (32c) and (32d) Tense and Agreement inflections are not used systematically yet.

One more problem encountered by the proposal in Hyams (1992) is related to 
how she “imports” the flndings and hypotheses in Huang (1984) to early English. Under 
Huang’s analysis, Chinese allows both nuli subjects and nuli objccts, which, hcargucs,

The morpho
logical uni
formity 
account: chil
dren start with 
a Chinese-Iike 
grammar, 
where nuli 
subjects are 
identified via a 
Topic chain.

K For discussions on the account in Hyams (1992) sec. for example, Alkinson (1992), Wcisscnborn 
(1992). Lillo Martin (1992). Radford (1996) or Hyams (1996).
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The underspeci- 
fication of Lnfl 
hypothesis: 
early nuli sub
jects have the 
status of PRO 
and are related 
lo the lack of 
morphological 
fealures realised 
on the verb.

cannot be pro. Hyams treats nuli subjects in early English as [+pronominal, -  anaphoric], 
i.e. as pro. Also, nuli objects have only scarcely been recorded in child English. If the 
child did indeed start with a Chinese-like grammar, one would also expect dropped 
objects at this stage. Hyams (1986) herself claims that ‘we do not find regular production 
of objectless sentences’ (p. 97). Bloom (1990) compared the percentage of subject drop 
to that of object drop in the CHILDES transcripts of Adam, Eve and Sarah. The results 
provide evidence that there is asymmetry9 between the two phenomena. Adam omits 
subjects 57% of the time but objects only 8% of the time. The same difference can be 
noticed in the case of Sarah, who omitted subjects 43% of the time and objects 15%, and 
in the case of Eve, who omitted subjects 61% of the time and objects only 6% of the time 
(Bloom 1990:500).

9 Howevcr, Bloom (1970) and Radford (1990) claim that there is no subject/objcct drop asymmetry 
during the nuli subject stage.

" 1 simplify again berc, but the reader is kindly invited to go to scctions 2.4 in 4.2 for a morc 
dctailcd account.

2.1.4 The Underspecification-of-Inflection Hypothesis

Adopting the view put forth, among others, in Wexler (1994), that early nuli 
subjects seem to be directly related to the opțional infinitive phenomenon, Hyams (1996) 
abandons her previous mis-set parameter accounts and proposes that both early nuli 
subjects and root infinitives are derived from the underspecification of Inflection:

[...] the English child’s nuli subjects are not the result o f a mis-set ting of 
a null-subject parameter, [...] but rather they are the effect o f an independent 
aspect o f child grammars, the opțional underspecification o f I, the same property 
that gives rise to root infinitives (Hyams 1996:99).

Underspecification means, oversimplifying, that in early grammar Inflection 
may fail to bear a (temporal) index along the Tense-chain, which will result in the 
absence of morphological features realised on the verb and a pragmatic assignment of a 
temporal value directly from the discourse domain.

The status of the nuli subject would be, in this case, that of PRO10, defined, 
following Chomsky and Lasnik (1993), as a minimal NP argument which bears nuli 
Case. On such an approach, nuli Case is the realisation of a relation of Spec-head 
agreement (just like Nominative Case) when Inflection lacks Tense and Agreement 
features, i.e.; when Inflection is non-finite. Since it is assumed that Inflection may be left 
underspecified in early grammar, i.e. that it may lack Tense or Agreement features, 
whenever Inflection is underspecified we have a licit context for PRO.

Thus, child grammar has the full array of funcțional projections from the onset 
of acquisition; early nuli subjects have the same status as nuli subjects may have in adult 
English, i.e. PRO, and they are assigned Case via a mechanism which is available in 
adult grammar as well. The only difference between child grammar and adult grammar is 
that the child may use non-finite clauses (infinitives) in contexts where adult grammar 
has lo use finite forms. These ‘illicit’ forms are assigned temporal value directly from the 
domain of discourse. This would suggest, according to Hyams (1996), that “the locus of 
difference between the early and adult grammar is in the pragmatic system” (p. 104).

So, whal the child has to realisc in order to get rid of the inappropriate subjectlcss 
sentences is that root clauses are not the correct environment for a non-finite verbal form or 
for nuli subjects. Consequently, their interpretation cannot be derived directly from the 
discourse context. Hyams adopts an idea in Partee (1973), according to which the use of 
Tense parallels that of pronouns". By analogy, a present tense form can be either anaphoric 
(when Inflection is indexed, and the Tense Operator in C and Inflection have the same
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index) or it may enter into co-reference with the Tense Operator. The latter is the case of 
root infinitives. But, when the child realises that co-reference leads to the same 
interpretation as that of bound anaphora, co-reference will be ruled out (Reinhart 1983). 
Root infinitives will no longer be licit in main clauses and nuli subjects, lacking the 
appropriate non-finite context for nuli Case assignment, will disappear.

Summarising, the proposal is that, at an early stage, child grammar may resort to 
an interpretative rule which links underspecified Inflection directly to discourse. When 
the child realises that the same interpretation may result via a grammar rule, he/she will 
abandon the discourse-linked one. The shift to adult grammar would involve, in this 
case, “restructuring not of syntax proper, but rather of the mapping between grammar 
and pragmatics” (p. 115).

What are the predictions of this account?
Since nuli subjects are licit with an underspecified Inflection, we do not expect 

them to occur with finite verbs. Hyams uses the results in Sano and Hyams (1994) to 
support this hypothesis. The analysis of the co-occurrence of nuli subjects with inflected 
be in the analysed corpora of child English (from CHILDES, MacWhinney and Snow 
1989) reveals that children use nuli subjects with inflected (uncontracted) forms of be 
very rarely, as can be seen in Table 1 below:

Table 1
The Proportion of Nuli Subjects in Sentences Containing Uncontracted am, are, is

file Age Am Are is
Eve 01-20 l;6-2;3 0/4 0/36 0/109
Adam 01-20 2;3.4-3;0.11 0/1 0/71 13/114 (=11.4%)
Nina 01-21 1;11.16-2;4.12 0/0 0/19 2/50 ( = 4%)

(Hyams 1996:100)

Another prediction (again borne out by data from child English) concerns the 
frequent omission of be during the opțional overt subject stage. Hyams, following the 
line of Scholten (1987) or Moro (1993), defines be as an expletive verb, inserted in the 
derivation with the sole purpose of carrying Tense and Agreement features. Its semantic 
contribution to the sentence would be, within such an approach, nuli. The frequent 
omission of be will straightforwardly follow, in this case, from the assumption that at 
this stage Inflection is underspecified, i.e. Tense and Agreement features are absent. Data 
from the Brown corpus (CHILDES) show that be (both the auxiliary, as in 34, and the 
copula, as in 35) is indeed omitted in obligatory contexts:

(34) Aclam laughing /7  brushing/Becca making a table
(35) Mommy busy/hand cold/potty dirty (Hyams 1996)

The English modals have been associated with finite Inflection. Under the 
assumption that during the opțional infinitive stage Inflection may be underspecified, the 
prediction would be that nuli subjects should not co-occur with modals. Hyams makes 
use of the results in Valian (1991) concerning the proportion of nuli subjects which 
co-occur with modal verbs in the corpus of the 21 American children whom she 
examined, and which clearly show that modals occur exclușively with overt subjects, as 
illustratcd in Table 2:

Table 2
The Proportion of Overt Subjects in Sentences Containing Modals

.................. gioup I____ _ _  group !J ___ _  group IU  group IV_____ 
meanage/MLU.................2:0/177_________2:5/2 49 ’______' 2;5/3.39_________ '  2;7/4.22
% 94 95 98

(Valian 1991, cited in Hyams 1996: 101)

However, Radford (1996) provides 27 examples of subjectless sentences 
produced by a 2; 2 year old boy during a singlc 45-minute recording, out of which 7 
contain modals, i.c. 25.9%: '
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(36) can ’t knock them /  can ’t get it out /  can ’t stroke me now/ can ’t (x 3 times) 
won ’t (response to ‘Does it work?) (p. 49)

Obviously, this does not represent strong evidence against Hyams’s prediction, 
nor is it meant to be. What I would like to point out is that maybe occurrence/non- 
occurrence of modals and nuli subjects does not represent as strong a piece of evidence 
as generally assumed in the literature. Most of the analyses have imported the idea that 
the English modals are uniformly generated under Inflection, or are associated, in some 
way, with Inflection. On different assumptions, however, like the ones in Avram (1998), 
where the English modals are analysed as occupying a position under VP as well (in 
particular deontic can and will, precisely the modals which are used in the subjectless 
sentences in Radford 1996), modals could co-occur with nuli subjects when occupying a 
position in the lexical domain of the clause. In this case, the prediction in Hyams (1996) 
would only concern those English modals which occupy a position in either the 
funcțional domain or at the borderline between the funcțional and the complementizer 
layers of the clause. The examples in Radford (1996) would no longer represent a 
challenge to her view. .

Another prediction of the underspecification hypothesis is that nuli subjects 
should be excluded from utterances that contain verbal forms inflected with Tense and 
Agreement morphology. However, it is disconfirmed by the data, as Hyams herself 
acknowledges. Sano and Hyams (1994) report that young children frequently use nuli 
subjects with verbs inflected for Tense, as can be seen in Table 3:

Table 3
The Proportion of Nuli Subjects with Verbs Inflected with -ed

File Age Proportion %
Eve 01-20 l;6 -2 ;3 9/40 22.5
Adam 01-20 2 ;3 -3 ;0 13/23 56.5
Nina 13-21 2 ;2 -2 ;4 3/16 18.8

(Hyams 1996: 102)

Empirical data also show that nuli subjects co-occur with verbs inflected with -s, 
though less frequently than with verbs inflected with -ed. This can provide strong 
evidence against the underspecification hypothesis, as against any hypothesis which 
constrains the occurrence of nuli subjects to non-finite contexts. What Hyams suggests, 
though, is that at this particular stage, verbs inflected in -ed are ambiguous between a 
finite and a non-finite participial form. When they are analysed as finite forms, nuli 
subjects are disallowed; but, when analysed âs a participial form12, they occupy a 
position inside the Aspect projection (like the Italian past participle in Belletti 1990) and 
hence carry no Tense specification. Thus, they are non-finite and can check nuli Case, 
which makes the context licit for nuli subjects.

One more prediction which follows from the account in Hyams (1996) regards 
the impossibility of early nuli subjects to occur in finite embedded clauses. Data from 
child English (Valian 1991), child German and child French (Roeper and Weissenborn 
1990, Weissenborn 1992) confirm this prediction.

2.1.5. Nuli Subjects and Related Parameters

In Hyams (1989, 1992, 1996) the analysis of nuli subjects in early child language 
is closely linked to that of Inflection: nuli subjects are assumed to be produced at a stage 
when Inflection has properties which allow them and disappear once the child has 
realised which the properties of Inflection in his/her targct language arc. Thus, the

L On this assumption. -ed marks pcrfeclivc aspect whereas -s marks participial number agreement. 
in the spirit of Kayne (1989), where -.v marks only singular number and not person.
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properties of Inflection appear as crucial in both allowing nuli subjects and in helping the 
child get rid of this non-adult structure.

Weissenbom (1992) argues that the acquisition of the properties of Inflection 
alone cannot help the child to set the correct value of the nuli subject parameter. This is 
possible only after another parameter, which he calls the wh-parameter, has been set.

The empirical data which support his claim come from child German (three 
children aged 21; 07 -  32; 15 months) and child French (three children aged 21; 19-33; 
06 months), i.e. from two languages which, according to the hypothesis in Jaeggli and 
Safir (1989), are morphologically mixed and hence incompatible with nuli subjects.

The analysis of the corpora of child German and child French reveals that 
children continue to omit overt subjects at a stage when they have already acquired the 
properties of Inflection in the target language, as the examples in (37) illustrate:

(37) a. Peux le faire.
can-lst Pers. sg. it do

b. Ai mange des quettes (= crepes).
have-Ist pers.sg. eaten pancakes 

c. Est sale.
is dirty (Weissenbom 1992: 280)

At this stage, the French speaking child is already aware of the difference 
between finite/non-finite clauses: the negative partide pas always follows the finite verb 
but precedes non-finite verbal forms.

Moreover, the corpus of child German shows that nuli subjects are used in the 
same contexts in which subject omission is allowed in adult language. In German, 
thematic lexical subjects can be omitted (under certain pragmatic constraints) in 
preverbal position in tensed matrix clauses (as illustrated in 38) and in contexts when an 
inlinitival form is supplied as an answer (39):

(38) Q: Was machte Hans, als do ihn sahst?
‘What was Hans doing when you saw him?’ 

A: (Es) sah fern.
‘(He) was watching TV.’

(39) Q: Waswillstdujetztmachen?
‘What do you want to do now?’

A: (Ich will) Kuchen essen.
‘(I want) to eat some cake.’ (Weissenbom 1992: 273)

The subjectless sentences in the child language corpora (40-41) are taken to be 
all of the type in (38) or (39) above:

(40) a. Backe kuchen. 
bake cake 

b. Brauche seife. 
need soap

(41) a. Blunien giesse. 
flowcrs to watcr

b. Flasche trinken
bottle to drink (Weissenbom 1992: 274- 275)

On the basis of these empirical dala Weissenbom argues that, given the similar 
contexts in which the subject is omitted in child and adult German, omission of subjects 
in child German does not differ from the same phenomenon in adult speech. The 
thcoretical implication is that early nuli subjects and nuli subjects in non-pro-drop 
languages have the same status.

Children can 
set the pro- 
drop 
parameter 
correctly only 
after Ihey have 
leamed the 
value of the 
wh-/C-para- 
meter.
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Weak- 
continuity 
accounts link 
early missing 
subjects to the 
lack of over( 
infleclional 
material.

Weissenborn (1992) proposes an alternative account, which should be able to 
explain what previous analyses failed to do: why subjects are still omitted after the 
acquisition o f Inflection. The main idea is that, on the one hand, child language does 
not differ from adult language with respect to subject omission and, on the other hand, 
that an analysis of triggers should take into account both parameter interaction and 
pragmatic constraints.

The analysis relies on a well-known empirical fact: in early child language, 
subjects can be omitted in matrix clauses but are never omitted in wh-questions or in 
embedded clauses with overt complementizers. These data suggest two things. Firstly, 
nuli subjects in early language differ from pro  subjects in typical pro-drop languages, 
where they can be freely used in both matrix and embedded clauses. In Italian (a 
pro-drop language) there is Subject-Verb agreement, just like in German. That rules out, 
according to Weissenborn, proposals like the one put forth in Clahsen (1991), where it is 
claimed that the German speaking child will give up using nuli subjects as soon as he/she 
has acquired Subject-Verb agreement and points to the fact that the German child needs 
some independent evidence that nuli subjects are disallowed. Secondly, in adult German, 
omission of subjects is not allowed in wh-questions or in embedded clauses with overt 
complementizer, just like in early speech. It follows that the presence o f lexical material 
in CP is relevant for the presence/absence o f nuli subjects.

The input which children receive with respect to subject omission in the target 
language is often misleading because non nuli subject languages occasionally allow nuli 
subjects. How can the child cope with this ambiguous input? Weissenborn proposes that 
there is an unambiguous trigger in the input, which allows the child to set the value of the 
pro drop parameter correctly. It can be found in embedded clauses with overt 
complementizers and in wh-questions, i.e. in those contexts where the complementizer 
projection is filled either by a complementizer or a wh-phrase. The presence of lexical 
material in CP blocks a nuli subject from being identified by a topic chain (as in Chinese, 
for example) and forces it to be identified from the only available identifier: Inflection. The 
child will be able to determine whether Inflection in his/her target language is weak/strong 
only after the wh-parameter has been set. If nuli subjects are allowed in wh-questions or in 
embedded sentences with an overt complementizer in the input, the child will set the value 
[+ pro-drop], If no such nuli subjects appear in these contexts, the child will realise that 
Infl is weak and, consequently, set the value [-  pro-drop] to the parameter.

Weissenborn (1992:293) summarises his scenario as follows:

The child must find  out whether the language to be learned has an overt CP, 
that is, whether the C-parameter is + or -. This can be done on the basis o f  simple 
input data, namely examples exhibiting, fo r  example, overt wh-movement or overt 
complementizers. Thus the setting o f  the INFL-parameter (i.e. whether INFL 
licenses and identifies pro) is directly dependent on the setting o f  the C-parameter. 
Only after the first is set, can the child set the second.

2.1.6. Subjects and The No-Functional-Projection Hypothesis

Weak-continuity accounts start from the assumption that early child grammar lacks 
funcțional architecture; the child’s grammar is described as consisting, at the onset of 
acquisition, of a bare VP, which is the direct projection of argument structure, and other 
lexical projections which can appear within the VP, i.e. NP, AP, and PP (Guilfoyle and 
Noonan 1989, Radford 1990, 1996, Lebeaux 1988). Given that Inflection, which is 
responsible for Case assignment, is missing, subjects may be either absent or wrongly 
cased. On such approaches, the status of nuli subjects in early grammars cannot be pro, 
both for licensing and Identification reasons. Nor can it be PRO because children use nuli 
subjects in sentences in which the verb is inflected for Tense (as in 42) or in sentences that 
conlain finite auxiliaries:
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(42) goed on that way/ dropped a rubber band/slapped Becca and Rachel
(Radford 1996: 49)

(42) is finite and hence does not provide the appropriate environment for PRO, 
which is restricted to non-finite clauses.

Nor can the nuli subject be a variable, since variables presuppose binding by an 
antecedent and binding is a property of a D-system, i.e. of a system in which the category 
Determiner has emerged. On the assumption that funcțional categories have not been 
acquired yet, the D-system is absent.

In Radford (1990) omitted subjects are analysed as phonologically nuli NPs. The 
phenomenon is entirely explained as the result of the lack of funcțional projections. On 
his language development hypothesis, early child grammar can allow nuli NPs and overt 
NPs in any argument position given that, at this stage, there are no funcțional projections 
and hence no funcțional licensing conditions available to determine the distribution of 
nuli constituents. Their content may be subject to pragmatic identification, given that 
they are free of binding constraints.

Radford (1996) adopts an almost identicâl version of the structure-building 
approach as the one put forth in Radford (1990). Early syntactic structures are defined as 
minimal lexical projections and children’s inițial clauses are hypothesised to be small 
clauses (‘simple projections of a head non-finite lexical V constituent’ p.45). This time, 
he argues that it is plausible to treat nuli subjects as nuli constants (nc), similar to the 
nuli subjects in adult diary style sentences like (43) below:

(43) Don ’t know what I  can do. /  Can ’t teii my parents I ’ve failed the exam.

A nuli subject sentence such as want Uger would have the representation in (44):

The No- 
Functional- 
Projection 
Hypothesis 
:early nuli 
subjects are 
phonologically 
nuli NPs, 
whose 
existence is 
related to the 
lack of 
funcțional 
projections.

Early nuli 
subjects are 
nuli constants, 
similar to the 
nuli subjects in 
adult 
grammar, 
whose content 
is identifîed 
via discourse 
identification.

(44)

tiger

The identification of the nuli constant, which occupies a root specifier position 
and has no c-commanding identifier (there is no higher projection which could host a 
binding antecedent), is possible via discourse identification. As we are going to see, 
Radford (1996) follows the line of Rizzi (1994), where a similar analysis of nuli subjects 
in child language is proposed.

2.1.7. Nuli subjects within the Truncation Account

Rizzi (1994) accounts for the possibility of omitting lexical subjects in early 
child language within his own developmental model, according to which the child does 
not realise from the beginning that root clauses are CPs .The main assumption he starts 
trom is that early nuli subjects and nuli subjects in pro-drop languages evince different 
properties. In this respect, his thcory departs from Hyams (1989, 1992) but resembles 
the one put forth in Weissenborn (1992) and Radford (1996). Rizzi argues that early nuli 
subjects and subject omissions in adult (non pro-drop) grammar are governed by the 
same constraints. In particular, subject omission in child language is assumed to be 
similar to the so-called ‘diary drop’ in English (45a) or French (45b): •

(45) a. A verv sensible day yesterday. Saw no one. Took the bus to Southwark 
Bridge. Walked along Thames Street.

Nuli subjects 
in child 
language and 
in adult 
speech are 
governed by 
the same 
constraints.
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The truncation 
hypothesis: 
early nuli 
subjecls are 
nuli constants, 
allowed in child 
grammar 
because CP 
may be 
missing.

b. M ’accompagne au Mercure, puis â la gare...
‘(He) takes me to Mercure, then to the station...’
Me demande si...je lui eus montres Ies notes...
‘(I) ask myself if... I would have shown him the notes...’ (cited in 

Rizzi 1994: 155-156)

The two types of nuli subjects share two properties: they cannot be dropped after 
a preposed element nor in embedded clauses. Though at first sight a topic-drop analysis 
might seem adequate, according to which the matrix Spec CP hosts a discourse bound 
nuli operator which binds a variable in subject position, along the lines suggested for 
omitted subjects in colloquial German (Ross 1982 or Weissenborn 1992), the fact that 
child language does not evince subject-object symmetry (in child English objects cannot 
be dropped13, whereas they can in colloquial German) such an analysis is rejected.

Rizzi’s proposal relies on the analysis of nuli epithets in Lasnik and Stowell 
(1991). They derive a typology of empty categories which comprises, besides the 
tradițional categories, nuli R-expressions (or nuli definite descriptions) which are the nuli 
counterparts of epithets (i.e. definite descriptions which function quasi-pronominally, 
with linguistic antecedents) illustrated in (46):

(46) John went to see Bill, but the guy^ was too busy to talk to him.

This analysis is extended to early nuli subjects which are defined as nuli epithets 
or nuli constants, [-anaphoric, -pronominal, -variable] elements, which can be discourse 
identified. They are allowed in early English precisely because, at this stage, the child’s 
clause is truncated, lacking CP:

the nuli subject has no clause internai identifier

As can be seen in (47), the complementizer layer is assumed to be absent at this 
stage. The higher position (the root position) in the tree is Spec 1P and the nuli subject 
can occupy this position. A survey of the data reveals that early nuli subjects occur only 
in the Specifier position of the root, i.e. only in the highest Specifier position available. 
No nuli subjects have been attested in early embedded clauses or in wh-questions, i.e. in 
structures which involve the presence of a CP. On the truncation account, given the 
absence of any higher funcțional projection, the nuli element cannot be syntactically 
identified because there is no clause internai identifier. This poses the obvious problem 
of the idcntification and licensing of this empty element, in accordance with the Empty 
Category Principie (ECP). Rizzi reformulates the principie as in (48):

(48) ECP: A non-pronominal empty category must be chain-connected if it can.

But, if the empty category occurs in the highest Specifier in the structure, as is 
the case of nuli subjects, no potențial antecedent can be detected; consequently the

"But see Bloom (1990) for a different point of view. The children in his corpus omitted the object 
9% of the time.
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element cannot be chain-connected. It will be identified via discourse. The theoretical 
implication is that discourse Identification of an empty category is restricted to the root. 
Once another element occupies a higher Specifier position, it can count as a possible 
antecedent and the nuli subject will have to observe the ECP.

How does the English-speaking child realise that nuli subjects are not an option 
in the target language? Recall that nuli constants in subject position are allowed in early 
language because CP is opțional at this stage. It follows that acquisition of the axiom 
‘root clause = CP’ will lead to the dismissal of nuli subjects. The Spec of IP will no 
longer be the root position (and an unbound nuli constant is only allowed in the specifier 
of the root). Moreover, English does not have a discourse-identified nuli operator, which 
means that the Spec of CP cannot contain an antecedent of the nuli subject. The nuli 
constant is banned.

One advantage of Rizzi’s account is that it can treat in a unified way nuli 
subjects in both finite and non-finite environments as well as postverbal subjects. 
According to the truncation hypothesis, the child can truncate the structure at VP, AgroP 
or AgrsP. If AgrsP is the place of truncation, the structure provides the appropriate 
syntactic context for a nuli subject: in the Specifier of a finite root clause.

Friedemann (2000) argues that early postverbal subjects could be analysed, 
along the lines of the truncation hypothesis, as occurring in the Specifier of VP, i.e. in 
their base VP-internal position. If the child chooses to truncate the structure at VP, the 
Spec of VP is the highest position available. In order to account for the postverbal 
position of subjects in early French, two assumptions are necessary. First, that the 
Specifier of VP is right-branching in French (Friedemann 1993/1994). Second, in order 
to explain how the DP postverbal subject gets Case within a VP configuration, he 
extends the Truncation hypothesis from CP to DP. The claim is that the DP level, on a 
par with the CP level, can be truncated in early syntax. Since DP is responsible for Case 
transmission to the NP, when the DP level is not projected, The Case Filter will have to 
be vacuously satisfied.

2.2. Performance accounts

2.2.1. Subjects require a heavy processing load

Bloom‘s (1990) main claim is that English speaking children know that the 
target language requires an overt subject from the very beginning; they produce 
subjectless sentences not because of a syntactic deficit, but because of performance 
factors which force the young learners to produce shorter utterances. Rate of omission of 
constituents is directly dependent on the length of the intended utterance: the longer the 
latter, the more probable the former.

This obviously implies a view on early child language according to which there 
is an imperfect mapping between what children want to say (and actually know how to 
say) and what they actually manage to utter.

As support in favour of a performance account of nuli subjects, he invokes the 
resulls prcsented in Bloom (1970), according to which children tend to omit other sentence 
constituents when expressing the subject and also to omit the subject more frequently in 
sentences which are negated, i.e. where the processing load is heavier. More importantly, 
Mazuka et al. (1986) argue that there is a stage when children neither include the subject 
nor omit it: they reduce it to a schwa. This phenomenon, Bloom claims, can only be 
accounlcd for if onc assumes that children do know that subjects arc required but have 
dilficultics producing them. ■

The subjectless sentences produced by three children, Adam, Evc and Sarah of 
Ihc Brown (1983) corpus (CHILDES MacWhinney and Snow 1985) are analysed, with a

Subjects are 
dropped 
because 
sentences 
which contain 
subjects 
require a 
heavy 
processing 
load.
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view to testing the hypothesis that children’s nuli subject sentences tend to have longer 
VPs than sentences with overt subjects. The results confirm the hypothesis. Indeed, there 
is a significant difference in VP length between sentences with/without overt subject. 
Moreover, the data also prove that when children use pronouns in subject position the VP 
tends to be longer. The length of the VP decreases when the overt subject is longer, for 
example when it is a non-pronoun subject.

Previous studies argue that English children tend to omit the subject but only 
rarely, if ever, omit objects. Bloom’s analysis of the utterances in the above mentioned 
corpora reveals that the three children omitted objects 9% of the time whereas subjects 
were omitted in 55% of their declarative sentences. This difference is explained as the 
result of processing factors: there are more processing resources available at the end of the 
sentence than at the beginning14.

14 For a diffcrent point of view sec Hyams (1994), whcre it is argued that ‘This assumption [that the 
beginning of a sentence is harder to process than the end of the sentence] is neither theorelically nor 
empirically motivated. There is no theory of performance from which such a result follows, and the scant 
empirica! data that exists relevant to children’s productive abilities fails to support the claim.’ ( p. 290).

' '  The combined results from Valian (1991), Valian and Hoeffner (1992), Gcrken (1991) and 
Nunez del Prado ct al. (1993) point to a rate of subject production ranging between 50% and 80% in 
utierances with verbs (Valian 1994).

The hypothesis is confirmed by the fact that children tend to use shorter subjects than 
objects, on the one hand, and that they tend to use a greater number of pronoun subjects in 
subject position than in object position, on the other hand. At an early stage in acquisition, 
performance seems to be affected by the processing principie ‘save the heaviest for the last’, 
which is operative in adult language as well. They tend to drop subjects because they require 
more processing load. Short-term memory may also play a part in this phenomenon: ‘Such a 
bias may arise naturally from the interaction between grammatical structure and short-term 
memory within language production’ (Bloom 1990: 502).

An alternative explanation which Bloom discusses would be the pragmatic 
hypothesis of Greenfield and Smith (1976), according to which children omit subjects 
only when the context is relevant enough for their meaning. Thus subjects are more 
easily inferred from the context if the VP is longer and hence children tend to drop 
subjects in utterances which contain longer VPs. Also, they tend to omit subjects because 
they are more likely to provide old information, unlike objects which are usually 
associated with new information. But the pragmatic account, Bloom claims, unlike a 
performance explanation, makes no predictions about the relationship between length of 
subject- length of VP and hence cannot explain why the length of the VP decreases as a 
function o f the size of the subject.

Early nuli 
subjects are 
rclated to 
performance 
factors which 
ban longer 
utterances 
during this 
early stage. 
The child’s 
grammar needs 
bolit values of 
llte pro-drop 
parameter in 
order to be able 
to parse llte 
input.

2.2.2 A dual-value parameter solution

Valian (1990, 1991) argues that the child is supplied both values of the pra-drop 
parameter at the onset of acquisition (contra Hyams 1986, 1992). The correct value 
would be set via a mechanism of hypothesis-testing which is not handled by the grammar 
but by the child’s performance system.

The hypothesis relies on a comparative study of American and Italian child 
language. Longitudinal data from 21 American children and 5 Italian children, at roughly 
the same age and level of linguistic knowledge, are compared in an attempt at testing 
how well the data could be accommodated by previous competence deficit analyses.

The comparison of the rate of overt subjects used by the American and the 
Italian children reveals that the American children used subjects (nominals and 
pronouns) much more frequently15 than the Italian children (who used subjects only 30% 
of the time, less than half as often as the English-speaking children), but less frequently 
than adults. If it were true, she argues, that English-speaking children started with an
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Italian-like grammar (as argued in Hyams 1989) with respect to the pro-drop parameter, 
we would not expect this difference in overt subject usage between the two groups16. 
The assumption is that children’s early grammar is only lexically incomplete; there is no 
evidence that English-speaking children have set a different value to the nuli subject 
parameter for their target language17. The fact they use overt subjects more frequently 
than the Italian children is taken as strong evidence that the children have set the 
parameter value correctly.

16 See also Hyams (1994) who points out that Valian offcrs no theoretical reason why a performance 
constraint should yield fewcr nuli subjects in the speech of American children than in that of Italian children. 
' Tlius. all Valian’s analysis shows is that there is some difference between Italian- and English-speaking children 
with respect to the use of nuli subjects. It does not speak to the question of wherc the difference lies’. (p. 293)

1 One might, however, wonder how relevant this comparison is. Subject omission in pro-drop 
languages is not as opțional as it might look at first sight. Information structure and discourse strategies are 
involved. The rate of subject omission directly depends on the context where they are dropped. Suppose the 
Italian children in Valian’s study had the correct value of their parameter, |+ pro-drop]; one cannot reach the 
conclusion that they generally use more nuli subjects than American children, for cxample, unless one 
noticcs that the American children used more overt subjects in exactly the same contexts where the Italian 
children dropped them. Otherwise the comparison runs the risk of not bcing relevant. For other problems 
which Valian’s proposal cncounters see O ’Grady (1997: 84).

Many previous studies related the use of nuli subjects to lack of knowledge of 
Inflection. However, the analysis of the data obtained in the reported experiment is taken to 

• contradict competence deficit accounts o f early nuli subjects. The evidence is related to two 
phenomena which have been invoked as related to missing subjects: the lack o f modals (in 
child English) and the absence/optionality of Tense. The results show that the American 
children produced more modals than the Italian children (in spițe of the fact that Italian 
modals are not Inflection elements). Interestingly, the analysis of the data revealed that 
modal usage did not increase when nuli subject usage began to decrease and overt subject 
usage became more substanțial. The rate of subjects remained constant regardless o f the 
number of modals.

The data also reveal that the English-speaking children had knowledge o f Tense 
at that stage, which suggests that lack of knowledge o f Tense cannot explain the 
optionality o f nuli subjects. It is also worth pointing out that the data show a correlation 
between frequency o f subjects and frequency of verbs. The more frequently English- 
speaking children use verbs the more frequently they use overt subjects with those verbs.

Valian takes these empirical data as strong evidence against competence-deficit 
accounts. The conclusion she reaches is that English speaking children know that 
subjects are required, which means that it is not their competence which is deficient. 
Performance factors ban longer utterances during the early stages. Gradually, as the 
performance mechanism is developing, longer utterances are allowed. Otherwise, the 
child’s early syntax consists of the entire phrase marker, with the nodes unfilled and with 
the order Specifier-head-complement unspecified. The child’s task is to lexicalise the 
nodes, to learn the proper word order and what empty categories the target language 
allows. But how does the child do that? How does the child manage to finally set the 
value of the nuli subject parameter? The claim is that the child does all these via a 
mechanism of probable-cause decision.

The input which an English-speaking child receives is ambiguous with respect to 
nuli subjects since it may also contain subjectless sentences: imperative sentences or 
sentences like the ones in (49):

(49) Sings like a dream.
Can ’t sing worth a nickel.
Want lunch now? (Valian 1991:33)

The child would be able to cope with such an ambiguous input only if  both 
values of the nuli subject parameter are supplied. This allows the evaluation o f the 
ambiguous input. If the child had only one value available his/her parser could not deal
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with those sentences which, according to the inițial setting of the parameter, are 
ungrammatical. The input would result in a failed parse. Equipped with both values, the 
child will be able to analyse sentences with/without an overt subject and to understand 
where different interpretations come from.

What an English-speaking child would fîrst have to do is observe the distribution 
of subjects in the input. The scenario (Valian 1990) comprises the following steps:

(i) the child has to identify the utterance-initial position as a possible 
position for deletion18;

(ii) the child distinguishes between sentence-initial and utterance-initial 
position;

(iii) the child classifies the utterance-initial position as a structure- 
independent position, subject to discourse and prosodic effects, rather 
than to syntactic effects.

18 In English. the subject can only be omitted in utterance-initial position.
19 For a different point of vicw see Hyams ( 1994).

This would only be possible, according to Valian, if the child were supplied both 
values of the parameter from the very beginning19. Children’s inițial state must be, with 
respect to parameters, unset: '

[...] the child does not begin acquisition with one or another value 
preset; there is no default setting. Rather, the child entertains both options on an 
equal footing until sufficient evidence accrues to favor one over the other. 
(Valian 1994:273)

The child’s task is reduced to evaluating and weighing the consequences 
of each parse.

2.3. A prosodic account

According to Gerken (1991) young children’s subject omission as well as the 
asymmetry between subject and object omission should be correlated to omission of 
other elements. English-speaking children tend to omit weakly stressed elements: weakly 
stressed funcțional morphemes or weak syllables in multi-syllabic words. Moreover, the 
tendency is to omit the word-initial weak syllable and not a word final one. For example, 
in ‘giraffe’, children usually omit the first syllable, reducing the word to ‘raffe’. It is 
unlikely that they will reduce ‘monkey’, for example, to ‘mon’ omitting the word-final 
syllable. The difference between the two words is related to stress pattern: a iambic foot 
(weak-strong) in ‘giraffe’ but a trochaic foot (strong-weak) in ‘monkey’. The conclusion 
is that children omit the weak syllables from iambic feet.

Gerken then extends this phonological phenomenon, claiming that the same 
constraint will affect children’ s omissions at sentence level.

The predictions of such a hypothesis are:

(i) children will tend to omit sentcntial subjects while retaining the object;
(ii) children will omit pronominal subjects because they are weak;
(iii) they will omit more frequently articles from iambic foot (the DOG K1SSED 

her) than from trochaic foot ( PETE KISSED the DOG).

An experiment was designed in order to test (i) whether children omit 
pronouns or lexical subjects more frequently; (ii) if children omit NP subjects more 
frequently than NP object and (iii) if they treat articles in iambic and in trochaic fcet 
differently with respect to omission.
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The subjects in the experiment (18 monolingual English-speaking children 
ranging in age from 23 to 30 months, with an average MLU20 of 2.54, were required to 
do an imitation task. The experimenter provided a sentence and the child was asked to 
repeat it. Each child was asked to imitate a total of 18 sentences, which contained both 
lexical (proper noun or common noun) and pronominal subjects. Also, they contained 
lexical or pronominal objects.

20 MLU: mean length of utterance.
2 lBudwig’s results provide support in favour of the hypothesis in Slobin (1985) according to which 

Russian -speaking children employ Case inflection around notions related to ‘prototypical agentivity’.

The results revealed that:

(i) children omitted the NP subject much more frequently than the NP object 
(ii) subject pronouns were omitted more frequently than lexical subjects
(iii) the subject was less frequently omitted from sentences which contained an 

object pronoun than from sentences with a lexical pronoun
(iv) more articles were omitted from subject NPs than from object NPs.

The predictions of the hypothesis were thus borne out.
On this approach, children’s omissions are viewed as arising from the production 

system. The child’s dependence on production templates decreases in time leading to a 
decrease in omissions.

3. Non-Nominative subjects

3. 1. A semantic/pragmatic analysis

Budwig (1989) proposes an interesting semantic/pragmatic analysis of the 
various forms which children use at an early stage to refer to Seif: own name, I, my and 
me. The core of her argument is that young children do not use these forms randomly; 
rather, the use of Seif reference forms seems to be systematically and constantly related 
to semantic and pragmatic factors. My, me and /  are used in utterances which are 
categorised differently by English speaking children, who are claimed to give special 
linguistic treatment to the notions of agentivity and control: Case is assigned to 
constituents as a function of their thematic role21.

The study is based on videotapes made of six monolingual English speaking 
children, aged 1; 8 and 2; 8 at the onset of the study. Their MLU ranges between 
1.72 and 3.91.

The analysis of the corpus led to grouping the children in two groups:

A. The ego-anchored children (3) who primarily referred to themselves
B. The non-ego-anchored children (3) who regularly referred both to themselves 

and to the others as main participants.

English 
speaking 
children assign 
different case 
inflections to 
subjects 
according to 
the thematic 
role they are 
associated with.

Table 4 below illustrates the use of Seif reference forms with the children in 
each group:

Table 4
Distribution (%) of Seif reference forms

Group I My Me ‘Other’ Name Number of instances
Ego-anchored 33 37 13 4 14 (288)
Non-ego-anchored 60 8 2 23 7 (456)

(Budwig 1989: 270)

Interestingly, the non-ego-anchored group was linguistically more advanced than 
the ego-anchored children.
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The ego-anchored children used various forms to refer to Seif:

(50) I  cried.
(51) Myopenthat.
(52) We made that.
(53) Grice ride bicycle. (Budwig 1989: 269-270)

Each utterance containing a Seif reference form was analysed according to five 
semantic agentivity parameters described in Table 5:

Table 5

Agentivity ranking

Code description of semantic agentivity parameters

Parameter High Mid Low
Participants 2 or more Reflexive I
Kinesis Highly kinetic verbs Action verbs requiring minimal effort Stative verbs
Aspect Telic situation Telic/atelic reading possible Atelic situation
Volitionality Purposeful action - Non-purposeful action/ 

happenings
Affirmation Affirmative - Negative

(Budwig 1989: 272)

For example, a sentence like My cracked the eggs is interpreted as ranking: high on 
the participant parameter (because it involves two participants), high in kinesis and aspect 
(because it describes a telic action), high in volition (because it denotes an action carried 
out with a purpose) and high in the affirmation parameter (because it is affirmative).

The results (presented in Table 3) clearly show that 7 and my receive different 
rankings: 7 is mainly used when the sentence is low in agentivity whereas my is used 
mainly in sentences which are high in agentivity. The conclusion is that my is used to 
refer to Seif in those sentences in which the child acts as a prototypical agent bringing 
about a change of state.

Table 6
Distribution (%) of I and my at High and Low end of the agentivity continuum: ego-anchored 

children.

High agentivity Low agentivity
Parameter 
Participants 
Kinesis
Aspect 
Volitionality 
Affirmation

I My Nr of instances 1 My Nr of instances'
57 43 (109) 82 18 (21)
41 59 (29) 95 5 (80)
28 72 (25) 70 30 (105)
51 49 (51) 68 32 (82)
60 40 (129) 100 -  (7)

(Budwig 1989: 273)

One problem raised by the data was that children produced pairs of sentences 
like the ones in (54). At first sight, it seemed that in this case there was no semantic 
difference between the 7 and the my subjects.

(54) a. 7 wear it. /  My wear it.
b. 7 want that. /M y wanl that.

On the basis of the data, however, Budwig reaches the conclusion that the 
difference was a pragmatic one: my was mainly used in control acts, in which the child 
wanted to bring about a change in the environment, while 7 was preferred in assertives, 
as can be seen in Table 7:
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Table 7
Distribution (%) of /and my in terms of pragmatic function: ego-anchored children
Pragmatic function I
Control acts 19
Assertives 63

My Nr of instances
81 (52)
37 (87)

(Budwig 1989: 275)

The data also revealed that me was used when the child referred to Seif as a 
subject affected by the action. The children in this group used their own name when 
no control was involved and often in conjunction with action verbs. The view of Seif 
was, in these cases, referențial.

The non-ego-anchored children relied on 7to refer to Seif and did not use my 
when taking the view that they were prototypical agents. Nor did they use me to 
mark an affected agent.

In a nutshell, the core of Budwig’s hypothesis is that at an age when children 
cannot refer to others systematically, they use different Seif reference forms to mark 
agentivity and control. Their notion of prototypical agentivity comprises a cluster of 
parameters which cut across semantic and pragmatic factors.

Budwig’s analysis is indeed interesting and opens the way for challenging 
research. But it only tackles first person pronouns. It would be interesting to see if the 
semantic/pragmatic distinction which she proposes works for pronouns other than in the 
first person.

3.2. A morphological explanation

Rispoli (1994) puts forth a different hypothesis with respect to the use of non- 
Nominative subjects in child grammar. Subject Case errors are rooted in the inability of the 
LAD to analyse pronoun case forms into stems and affixes. The main assumption is that the 
LAD ‘builds paradigms to express a finite stock of grammatical notions [...]. In the course 
of building a paradigm, the child will search for phonological consistency’ (p. 159).

The English pronoun paradigm, which is highly irregular, does not offer such a 
consistency, making the child’s task difficult. He/she has to learn the pronoun case forms 
by rote memorisation. Before learning the paradigm, the child may access the ‘wrong’ 
form of the pronoun. However, in this case, only those forms which share the phonetic 
core22 can be accessed. This fact is captured in the following rule:

22 A phonetic core is defined as a minimal phonetic consistency which the child can establish on the 
basis of the forms available in the paradigm. For example, given that y  is consistently used for the second 
person, it will represent the phonetic core for second person.

(55) Only pronoun case forms sharing the phonetic core will be overextended.
Therefore, suppletive nominative forms will not be overextended. (p. 161)

For example, forms like 7 will be blocked, because the phonetic core for the first 
person singular is m-. She will also be blocked, since the phonetic core for the third 
person feminine is h(er).

The predictions of the rule in (56) are the following:

(i) there will be more Nominative Case overextensions for 3rd person plural 
pronouns and 3rd person masculine pronouns than for Ist person singular 
and 3rd person feminine pronouns (i.e. there will be more instances of he 
used instead of him/his than 7 used instead of my/me, for example)

(ii) there will more Accusative/Genitive Case extensions of Ist person singular 
and 3rd person feminine than of 3rd person masculine and 3rd person plural

Early wrongly 
cased subjects 
are related to 
the inability of 
the LAD to 
analyse 
pronoun Case 
forms into 
stems and 
affixes and, 
consequently, 
to the lack of 
knowledge of 
the pro
nominal 
paradigm.

183
https://biblioteca-digitala.ro / https://unibuc.ro



Syntactic 
approaches: 
early non- 
Nominative 
subjects are 
related io a 
deficient 
/inoperative 
Case system

(i.e. there will be more instances of me/my used instead of I  than of him/his 
used instead of he, for example).

The subjects used in the study were twelve monolingual American-English 
speaking children. The corpus contained 19,561 correct uses of pronouns and 1,347 
pronoun Case overextensions. The analysis of these overextensions showed that the 
predictions in (i) and (ii) above were correct. No child produced any Nominative Case 
overextension of I  and only two children each produced one Nominative overextension 
of she. The average rate of Nominative overextension for he (illustrated in 56 below) was 
9% and for they (illustrated in 57) of 4%:

(56) I  got he out.
He got back in he house.

(57) I ’llput they in.
They stay with they mothers. (Rispoli 1994: 166)

Also, the average rate of Genitive/Accusative Case overextension for she (as in 
58) was 47%, much more frequent than for he (illustrated in 53) -  5% -  or for they (as in 
60) -  6%. The only case where the prediction was not completely right was the Ist 
person singular Genitive/Accusative overextension; it was only in 10% of the situations 
that the children used me/my instead of I  (as in 61 below). Rispoli explains the 
phenomenon as being due to the fact that children use first person pronouns earlier and 
more frequently than other pronouns.

(58) Her cries a lot.
(59) H im ' s a boy.
(60) No, them ain 't right.
(61) How can me do it?

My can do this. (Rispoli 1994: 168)

3.3. The issue of Case

3.3.1. The issue

Syntactic approaches to non-Nominative subjects in early English have tried to 
analyse the phenomenon in connectidn with the properties of the early Case system, 
which was claimed to be “deficient” in some way or another.

Radford (1990, 1996) argues that subjects are assigned Accusative case by virtue 
of standing in a Spec-head relation with an untensed verb, since at this stage funcțional 
projections (Tense included) are missing. Without an operative I-system which could 
assign Case and without a D-system, the Case system is inoperative and one can expect to 
come across non-Nominative Case subjects during the early lexical stage. When Inflection 
and the D-system become operative, Case errors should begin to disappear.

However, empirical data show that non-Nominative (or oblique) subjects are 
present in child speech even after the Case system has become operative. Children know 
the Case system of English early and they also know that presence of agreement and/or 
Tense requires that Nominative Case be assigned to the subject.

In what follows, three proposals which try to account for this empirical fact will 
be discussed.

3.3.2. A default Case account

Vainikka (1994/1995) adopts a developmental model similar to the one proposed 
in Radford (1990,1996), where the child’s phrase marker is a bare VP at an early stage.
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Unlike in Radford’s (1990) model, Vainikka argues that Case theory is present and 
operative from the onset of acquisition. The phrase marker grows gradually, i.e. 
funcțional projections are gradually acquired.

The proposal is that in child English subjects occur in their base position: Spec of 
VP (they do not raise since there is no funcțional projection to host them) position whose 
default case is the Genitive:

(62) VP

Subject

The assumption she starts from is that the English Genitive is a structural case, on a 
par with the Nominative and the Accusative. This theoretical assumption allows her to 
compare the occurrence of Genitive subjects in early English to Genitive constructions in 
Finnish, where the Genitive is assigned structurally by any lexical head to the specifier of 
its projection. By analogy, the Genitive could be assigned by (non-finite) V (not only by 
N) in child language: T propose that the English Genitive is assigned structurally by these 
heads [N and V] to an NP in the Specifier position of the Case assigner’ (p. 264). The child 
will use the Accusative form when he/she realises that the Genitive Case is not structurally 
assigned to all Specifier positions in English. When the IP becomes part of the child’s 
phrase marker, the subject raises to Spec IP where it is assigned Nominative Case:

Genitive 
subjects are 
allowed 
because at this 
stage the 
subject remains 
in its base VP- 
intemal posi
tion, where it is 
assigned Ge
nitive Case (the 
default case).

(63) IP

Spec F 
subject, / \

’ 1° VP

Spec V’
t,

I

But oblique subjects are still present in the corpus (longitudinal data from five 
English-speaking children, CHILDES database) after the children begin to use modals or 
even some past tense forms, i.e. when the phrase marker is no longer a bare VP, mainly 
in wh-questions, which may pose a problem for this account. But Vainikka solves this 
problem by arguing that at this stage, which she calls the pre-CP stage, only IP is 
available (Nominative subjects emerge at this stage), CP is not available in the surface 
syntax yet. In wh-questions, Spec IP is exceptionally occupied by a wh-element (or other 
CP-related material); movement to this position is blocked and the subject nominal is 
forced to remain in its Spec VP position where it can only receive Genitive Case.

(64) IP

Spec 
wA-element

movement is blocked
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When the child reaches the CP stage, Spec IP becomes available and no more 
Case errors will occur.

This analysis seems problematic from several points o f view. Firstly, it fails to 
explain why the Genitive should be the default Case in English. Secondly, it does not 
explain how the child de-learns that Genitive Case is not structurally assigned in the 
target grammar. What exactly leads to a reanalysis o f the input? Another problem which 
this scenario encounters is linked to the analysis o f the IP stage. Empirical data show that 
Nominative subjects emerge before non-Nominative objects (Bellugi 1971, Powers 
1996). Vainikka’s account fails to explain this fact.

3.3.3. Oblique subjects and ungoverned positions

Powers (1996) provides an explanation which takes into account the fact that 
Nominative subjects emerge before the wrongly cased ones:

(65) 7 tum ing back.
I  not your daughter.
I  ju st checking. (Powers 1996)

On her account oblique subjects initially appear in a VP-adjoined position, as 
in (66) below:

(66)

Subject

object

The position of the subject in (66) is an ungoverned position which can be 
occupied by proper names and pronouns23. Since there is no Case associated with this 
position, there are no Case constraints, and the subject can surface as a Genitive or 
Accusative pronoun or as (caseless) names.

21 Powers adopts the analysis of nouns in Longobardi (1994) according to which proper nouns and
pronouns, which are DPs, are not restricted to govemed positions, unlike bare nouns which can only appear
in govemed position.

Given that the empirical data in the corpus which she analyses (CHILDES database) 
show that children use Nominative subjects before oblique ones (60), Powers proposes that, at 
this stage, the child’s derivation is “shallow”: the Spec IP and the Spec VP positions are 
linked via co-indexation, not movement (as in adult English). The sentences in (65) could be 
represented as:

Oblique 
subjects occur 
in a VP- 
adjoined 
position where 
no Case can be 
assigned.

(67)

Spec 
subject;

subject; VP

The child assumes that the subject is base-generated in Spec IP and linked to 
Spec o f VP via co-indexing. When oblique subjects begin to surface in the Spec of VP
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position, the status of the VP-subject changes from a caseless element, co-indexed 
with the subject in Spec IP, into an overtly cased nominal; but, for reasons already 
mentioned, there are no Case constraints associated with this position. The child will 
no longer use oblique subjects when the VP-adjunction position is linked to the Spec 
of IP by movement.

3.3 .4. Agreement and oblique subjects

Non-nominative subjects have also been explained as following from a particular 
property of the opțional infinitive stage: that of allowing both finite and non-finite verbal 
forms to occur in finite environments. In Schutze & Wexler (1996) and in Schutze 
(1997) it is argued that English-speaking children know that Accusative forms represent 
the default Case in English. This hypothesis is supported by data from CHILDES 
(MacWhinney & Snow 1985) which show that when agreement is present, Accusative 
subjects are much less frequent. Finite contexts seem to exclude default Case 
assignment. Children tend to use default Case subjects in non-finite contexts, illustrated 
in (68), and Nominative subjects in finite environment, illustrated in (69):

(68) My going in.
My ate outside.
Her sick.

(69) 1 will get it.
He has six. _
No, she ’s not up there. (Schutze & Wexler 1996)

However, as already pointed out, non-Nominative subjects can occasionally 
appear with past tense verbs (70) and Nominative subjects, in their turn, can appear in 
infinitival constructions (71):

(71) a. Her said no.
b. My had a tape recorder.

(72) a. She drink apple juice.
She up there.

The empirical findings also prove that children make no Case errors in object 
position and only few errors in possessor position. This suggests that they do have 
knowledge of Case at this stage.

If this is the case, how can one account for the fact that they make Case errors in 
subject position? Moreover, how can we explain the fact that one and the same child may 
use both Genitive and Accusative subjects during the same stage?

This proposal relies on the theoretical assumption that Tense and Agreement 
(Agrs) should represent two different projections (as in Chomsky 1993). Morphological 
Case marking and structural licensing are also separated. Agr, not Tense24, is the one 
which assigns Nominative Case. In early child language, Tense and Agr are 
undcrspecified, i.e. either Tense or Agreement can be independently missing during the 
opțional infinitive stage. Thus, the following situations can obtain:

a. [+Tense (present), -  Agr] 
b. [+ Tense (past), -  Agr]
c. [+Tense (present), + Agr] 
d. [+Tense (past), + Agr]

(him cry/ her tired)
(him cried)
(he cries/1 am crying)
(he cried)

^This assumption is supported, among other data, by Portuguese inflected infinitives which lack 
tense marking but show agreement and which take Nominative subjects. However, Romanian infinitive 
clauses and gerundial clauses lack agreement marking and can, nevertheless, assign Nominative Case.
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e. [- Tense, +Agr] 
f. [- Tense, -  Agr]

(he cry/1 crying) 
(his cry/ my crying)

When Agr is present, i.e. in c, d and e, Nominative Case is assigned. This 
situation can account for the existence of both Nominative and Non-Nominative subjects 
during the opțional infinitive stage. When Agr is missing, as in a and b, given the fact 
that there is no Case assigner, the default Case will surface.

When both Tense and Agreement are missing, as in f, Genitive Case will be 
assigned. This latter proposal is sort of ad-hoc and obviously far from motivated:

I f  we ask ourselves which case an NP subject gets when there are no 
Tense or Agr INFL features present, the adult grammar yields one clear case of 
this, namely gerunds, which cannot be marked for tense or agreement: they can 
have GEN subjects. We suggest that this feature matrix is responsible for GEN 
subjects o f OIs ’ (Schutze & Wexler 1996: 679).

Though this analysis has the advantage of maximizing continuity between early 
and adult grammars, it encounters empirical problems. Gerunds can also have Accusative 
subjects (in spițe of the fact that Genitive and Accusative gerunds may have different 
properties) which, according to the scenario proposed here should appear in a [+ Tense, 
-  Agreement] context. This would lead to the stipulation that the child interprets the 
Gerund in two ways: (i) [+ Tense, -  Agr] and (ii) [- Tense, +Agr]. This assumption 
would certainly gain weight on the background of an analysis of the English gerunds 
which could prove that Accusative Gerunds have while Genitive gerunds lack Tense.

One more empirical problem is posed by adult mad magazine sentences in which 
the verb is non-finite, but where Genitive subjects are disallowed (Radford 1998):

(73) . Speaker A: I heard thatyou got drunk at Nina ’s party last night.
Speaker B: Me/*my/*I get drunk at Nina’s party?! Impossible- I  was at 
home in bed with a good bottle o f malt whisky. (Radford 1998:118)

SUMMARY

The goal of this chapter was twofold. First, it tried to briefly present some of the 
analyses of early deviant subjects: nuli and wrongly cased ones. Second, it tried to show 
in what way theoretical assumptions and acquisitional data intermingle and influence 
each other in acquisition studies.

There are several conclusions which emerge from this chapter.
The first is that there is cross-linguistic evidence that children may optionally 

omit the subject during early stages of acquisition, even when the target language does 
not allow subjectless sentences, a property which seems to intermingle with the opțional 
use of the infinitive in contexts requiring finite verbal forms.

Early missing subjects have been claimed to be due to:
• an early competence deficit
• performance/ processing limitations
• prosodic factors
• semantic/pragmatic factors

According to competence deficit accounts:
• children use nuli subjects because they have mis-set the /iro-drop parameter 

in their target language, opting for an Italian- or a Chinese-like linguistic 
start with respect to subjects

• they have not set the C-parameter yet, consequently they do not know that 
their target language disallows nuli subjects
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• Inflection is underspecified at this stage, i.e. non-finite, and hence PRO 
subjects are allowed

• the child’s early phrase marker is either merely lexical or truncated, which 
can explain why Case assignment is absent. Thus, nuli subjects are allowed.

AII the studies have been shown to solve some of the problems while leaving 
some of the questions related to nuli subjects unsolved. Valian (1994), examining the 
various approaches to the phenomenon, reaches the following conclusion:

[...] theories must specifically include both a competence component and 
a performance component, and a model o f how the two interact. Each component 
by itself is too weak in predictive power to handle the facts. A corollary o f this is 
that there is no metatheoretic reason to prefer competence-defîcit explanations 
over performance-deficit explanations ’’ (p. 273).

Hamann and Plunkett (1998) reach a similar conclusion when considering the 
various accounts of subject omission from the perspective of child Danish. One should 
also add that more recent accounts, such as Rizzi (1994) or Hyams (1996), also resort to 
an integration of grammatical and discourse-based approaches in their analyses of early 
nuli subjects.

It has also been shown that not only do children omit the subject but they can also 
use wrongly cased forms as subjects. Accusative and Genitive subjects have been attested 
in child English. Though we have reasons to believe that Accusative and Genitive subjects 
represent different phenomena, many studies treat the two together, in an attempt at 
providing a unifying analysis. Most of the studies reiate these deviant subjects to:

• lack of knowledge of Case
• lack of knowledge of movement (in particular subject raising)
• missing or underspecified Inflection (in particular the lack or optionality of 

Tense and/or Agreement).

In other studies, wrongly cased subjects have been claimed to represent:
• left-dislocated topics (for Accusative subjects)
• contrastive focus (for Genitive subjects)
• the result of the lack of knowledge of the pronominal paradigm
• a case of phonological mis-analysis of some sequences in the input (for my 

subjects)
• the subject of early Restrictive Relative Clauses ( for my subjects)
• early linguistic instances of different Case assignment to Nouns with 

different thematic roles.

The diversity of the analyses and the empirical data on which they rely point to 
the fact that it might be difficult, if not impossible, to treat non-Nominative subjects in a 
unified way. Accusative and Genitive subjects seem to stern from different causes.

Further reading

Advanced: Most of the papers presented in this chapter presuppose some 
previous knowledge of generative grammar (the Principles and Parameters model). The 
student will benefit a lot from going to the very source of those analyses which (s)he 
considers challenging, interesting or implausible.

Textbooks: O’Grady (1997) contains a criticai survey of the research literature on 
both omitted subjects in early language (Chapter 5 -  Subject Drop) and on wrongly cased 
marked subjects (Chapter 4 -  On Word Order and Case). Goodluck (1991) has a small 
section on subjectless sentences (in Chapter 4 -  The Acquisition o f Syntax).
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5.1

THE ACQUISITION OF VOCABULARY
Milo had never thought much about words before, but 
these looked so good that he longed to have some. "Look, 
Tock", he cried, “aren’t they wonderful? " "They're fine, 
i f  you have something to say", replied Tock in a tired 
voice. [...] “Maybe i f  1 buy some I  can leam how to use 
them ", said Milo eagerly as he began to pick through the 
words in the stall. Finally he chose three which looked 
particularly good to him -  "quagmire", "fiabbergast", 
and "upholstery". He had no idea what they meant, but 
they looked very grand and good. (Norton Justei -  The 
Phantom Tollbooth)

KEYPOINTS:
In this chapter you will learn about:
• various hypotheses on how children cope with word meaning
• constraints which ‘guide’ the acquisition of words
• the relevance of the assumptions with respect to syntax/semantics niapping for 

the study of lexical development

1. Introduction

1.1 Vocabulary Growth

Children acquire lexical items as rapidly as they build grammatical structure. By 
age 6;00, the vocabulary of a monolingual child contains between 8,000-14,000 words. 
They learn words at such a staggering speed (approximately 5-9 words per day between 18 
months to 6 years of age) that they have been compared to ‘lexical vacuum cleaners, 
inhaling a new word every two waking hours, day in day out’ (Pinker 1994a). An English- 
speaking high school graduate has a vocabulary of about 60,000 words, which means that 
we have the ability to learn approximately 3,750 new words per year (Bloom 2000).

We have seen that there is a certain developmental pattern with respect to the 
acquisition of morphosyntax. Can one detect a certain pattern with respect to vocabulary 
development as well? It seems that children begin by merely showing that they can 
understand the meaning of words. At this stage, they do not use any word yet. Though 
the question of what exactly may count as understanding a word casts certain doubt over 
this hypothesis, parents report that 8 month-olds have a receptive vocabulary ranging in 
from 15 to over 80 words (Fenson et al. 1994). The gap between comprehension and 
prdduction seems to continue during the next stages and research results suggest that the 
gap is more significant in the case of verbs than in the case of nouns (Fenson et al. 1994). 
Further evidence that comprehension precedes production comes from anecdotal stories 
about children who began to speak relatively late. Bloom (2000) reports a story about 
Albert Einstein, according to which his first words would have been uttered when he was 
about three, one evening at dinner. He put his spoon down and said: ‘The soup is too 
hot! ’ The parents were obviously surprised and asked him why he had not talked before. 
Einstein would have answered: ‘Well, up to now, everything has been fine’.

In spițe of the 
difficulty of 
the task, 
children 
acquire words 
extremely fast.
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Comprehen- 
sion seems to 
precede 
production in 
the domain of 
vocabulary 
development.

At approximately 10 months, children begin to use words. These early ‘words’ 
do not only sound different from the ones in adult vocabulary, but they can also be used 
in a different way: words naming properties may be used to refer to objects which have 
that property (for example, hot may be used to refer to a radiator) or the same word may 
be used for both the action and an object (for example, to f ly  may be used to refer to both 
the action and to birds, Dromi 1987). Lexical constraints are claimed to be inoperative at 
this stage. The rate o f word learning is slow, children only learn a few words and they 
make many errors.

During the next stage, which begins at approximately 12 months, children begin 
to use words appropriately, with the adult-like meaning, and they acquire them at a much 
faster speed.

Once children have learned approximately 50 words (Nelson 1973) and once 
leaming constraints become operative, the increase o f vocabulary is extremely rapid, which 
led some researchers to associate this stage with a vocabulary spurt/ word burst/ word spurt. 
It is also at this stage that the child realises that language is symbolic, which may account 
for the rapid increase of their vocabulary. However, other researchers have pointed out that 
the increase in vocabulary is constant at this stage (around 16-19 months) (Bloom 2000).

A possible pattern of vocabulary growth along time, which supports this latter 
view, is the one in Table J below:

Word 
leaming is 
subject to 
great 
individual 
variation.

Table 1:
12 months to 16 months: 0.3 words per day
16 months to 23 months: 0.8 words per day
23 months to 30 months: 1.6 words per day
30 months to 6 years: 3.6 words per day
6 years to 8 years: 6.6 words per day
8 years to 10 years: 12.1 words per day (Bloom 2000:44)

The nature of 
the iinguistic 
input as well 
as general 
cognitive 
abilities are 
relevant for 
the acquisition 
of word 
meaning.

Obviously, word leaming can be subject to great individual variation, so the 
figures in the Table above should be taken as an approximation. Variation may be due to 
the type of input which the child receives. The extent to which caretakers speak to the 
child as well as the nature of the input which they provide may influence the speed of 
vocabulary growth. Children o f educated parents tend to know more words at early 
stages. Also, variation in the ability to leam words may be related to the child’s 
intellectual and social abilities as well as to genetic information. Ganger, Pinker and 
Wallis (1997) argue that vocabulary growth is more similar in the case o f monozygotic 
twins than in the case o f dyzygotic twins. It has also been observed that girls tend to 
know more words than boys do or that first-bom children acquire word meanings faster 
than later-borns. However, the data seem to differ from one language to another. While 
French girls score significantly higher than French boys (Kem and Gonnand 2001), 
recent studies o f the early acquisition of vocabulary o f Mandarin Chinese monolinguals 
provide evidence that there are no significant gender differences (Fletcher, Tardif, Zhi- 
Xiang, Wei-Lan 2001).

Still, in spițe of variation, word leaming seems to begin at around 12 months and 
the rate increases in a significant way after the age of approximately 30 months (see Table 
1). What exactly leads to this important developmental step? The literature provides several 
possible answers. According to some researchers, this step should be related to 
phonological development. At about 12 months, the child has acquired the relevant 
phonological knowledge, which enables him/her to detect word boundaries. According to 
others, children younger than 12 months cannot memorise arbitrary pairs of form and 
meaning. It is only at around the age of 1 year that their memory allows them to store these 
arbitrary pairs. Conceptual ability has also been invoked. Children cannot leam words 
before they are able to understand and to encode the concepts which words refer to. Bloom 
(2000) relates the beginning of word leaming to the development of the theory of mind.
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According to his hypothesis, children can begin to leam word meanings only after having 
developed ‘enough of an understanding of referențial intent to figure out what people are 
talking about when they use words’ (Bloom 2000:46).

1.2 The problem of induction

The task the child faces when trying to hypothesise the meaning o f a string of 
sounds is not an easy one. Firstly, matching the string o f sounds with a particular 
meaning does not have any innate support. Meanings are expressed in various shapes in 
various languages. Secondly, the lingvistic input which they receive only rarely provides 
explicit Information with respect to word meaning, which has to be inferred. Though 
error correction in the domain o f vocabulary may occur on more occasions than in the 
domain o f syntax, it may still be totally absent in some cases.

When hearing an unfamiliar word, the child faces the task o f relating it to some 
content, to a particular meaning. He/she has to choose one hypothesis out o f a large set of 
logically possible hypotheses which match the data. When an adult says “dog” while 
pointing to a big furry dog which is barking and wagging its tail, how does the child know 
that the term “dog” refers to the whole animal, and not to its ears or fur or that it does not 
mean “big” or “furry” or “barking dog”? Also, “dog” could refer to a subordinate kind 
(Terra Nova, for example) or a superordinate kind ( ‘animal’). AII these hypotheses are 
logically possible. This is what Quine referred to as theproblem o f  induction: for any set of 
data there is an infinite set o f logically possible hypotheses consistent with the data. And 
this is a task which a child faces several times a' day, with each and every novei term in the 
input. In some cases, the number of logically possible hypotheses is smaller (as in the case 
of concrete nouns, for examples) and observation may be helpful to some extent; but the 
number o f possible hypotheses grows bigger with verbs and abstract terms, where 
observation is no longer that helpful.

1.3 On observation

How does the young child search within this set and how does he/she choose one 
single hypothesis, rejecting all the others, at an age when he/she has trouble solving very 
simple kinds of hypotheses? How does a child solve the problem of induction? The real- 
world contingencies do not seem to be of much help; on the one hand, they provide too 
much Information (hence the multitude of possible hypotheses) but, on the other hand, they 
do not provide sufficient Information (hence the absence, sometimes, of constraints on the 
possible hypotheses). This challenges the tradițional view which goes back to John Locke 
and according to which children leam word meanings by noticing the real-world 
environment in which an unfamiliar word is uttered:

I f  we will observe how children leam  languages, we will f in d  that, to 
make them understand what the names o f  simple ideas or substances stand for, 
people ordinarily show them the thing thereof they would have them have the 
idea; and then repeat to them the name that stands fo r  it, as ‘w hite’, ‘sw eet’, 
‘m ilk ’, ‘sugar’, ‘c a t’, ‘dog ’. (John Locke 1690/1964 cited in Gleitman 1990:1).

At first sight, this hypothesis seems to be on the right track. Early vocabularies 
usually contain words whose meaning can be easily ‘guessed’ via observation of the 
environment: mama, cookie, dog, and the like. However, words are not always used when 
their referent can be perceived. Some (abstract) referents can never be ‘seen’, actually. 
With verbs, observation seems to be even less helpful, since the time when the verb is 
uttered may not coincide with the time when the event denoted by the verb takes place.

The linguistic 
input is 
deficient in 
terms of word 
meaning 
information.

Observation of 
real-world 
contingencies 
is not helpful 
enough.
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Vocabulary 
development 
is sensitive to 
the nature of 
the linguistic 
input, 
memory and 
cognitive 
abilities, 
socialising 
skills, 
phonological, 
and morpho- 
syntactic 
knowledge.

Children can 
acquire words 
so rapidly 
because they 
are limited in 
the hypotheses 
they make by 
various 
(innate) 
constraints.

Also, on such a view, difference in experience should yield differences in the 
meanings which are acquired. However, studies of the acquisition of vision-related terms 
(see, look) by blind and sighted children (Landau & Gleitman 1985) show that the 
representations of vision-related terms are similar with the two groups, in spițe of the 
difference in experience. It has also been observed that, in spițe of their different 
perceptual experience, blind children learn words almost as fast as sighted children.

Also, as will be discussed further in this chapter, even extremely simple terms, 
which belong to every day vocabulary, may encode shades of meaning which are not 
perceivable to observation alone.

But, if observation is not enough, if the tradițional view on lexical acquisition via 
observation oversimplifies the whole process, failing to account for the acquisition of 
those terms for which real-world contingencies are not sufficient, how can one account 
for the fast acquisition of word meanings?

In spițe of the difficulty of the task, children can correctly induce meaning and 
they are able to learn words as rapidly as they acquire grammar. By analogy with 
morphosyntactic development, one might ask whether lexical development may not be 
guided by some (possibly) innate principles, ranked one way or another, whose main 
role is to constrain the number of logically possible hypotheses and thus to help the child 
to travel through the vast searching space. Maybe children’s conceptual systems are 
guided by some pre-existing expectations, which render their learning task easier. 
Children’s word learning mechanisms have been said to be constrained by various innate 
assumptions, constraints or biases, some of which are domain-specific, while others may 
be domain-general. This is in line with the view that lexical knowledge also includes 
‘knowledge of complex abstract structures that cannot be arrived at through parameter 
setting, and which must be learned from the data’ (Williams 1994:8) and consequently 
its rich structure cannot result only from an innate linguistic structure but also from a 
structured learning strategy. One can thus speculate that acquisition of word meaning 
cannot rely on UG alone. It has to rely on extra-linguistic factors as well:

It is not, however, intended that UG should account fo r all aspects o f LI 
acquisition. Properties that are specific to a language will have to be learned. 
These include much o f the lexicon: words and their meanings will have to be 
learned [...J. (White 1989: 30)

It seems that vocabulary development is related to the nature and quantity of the 
linguistic input which the child receives, on memory and cognitive abilities, socialising 
skills, attention spân, phonological, morphological and syntactic knowledge.

2. Word learning constraints

2.1 The hypothesis

Children are able to leam words so rapidly because ‘they are limited in the kinds 
of hypotheses they consider’ (Markman 1990:155) by some specific constraints, which 
are present from the onset of acquisition, can be seen as default conditions and can be 
later abandoned.

Let us see in what way these constraints are assumed to narrow the child’s 
searching space.

2.2 The whole-object assumption

The whole-object assumption (Markman 1990) refers to the child’s expectation 
that a new labei refers to a whole object rather than to one of its parts or one of its

198
https://biblioteca-digitala.ro / https://unibuc.ro



properties. When a child hears someone utter the word “car”, for example, while looking 
or pointing to the object “car” in the Street, he/she will take the string o f sounds “car” to 
denote the whole object, not a wheel or the colour of that object. The kind o f individuals 
which an infant seems to be able to understand at an early stage are physical whole 
objects. Most o f the countable nouns which are present in early vocabularies denote 
whole objects. For example, Nelson, Hampton and Shaw (1993) show that 67% o f the 
nouns used by 20 month-olds denote (whole) objects.

It is important to mention that the whole-object assumption is operative in non- 
linguistic domains as well. When asked to count different objects, young children tend to 
count whole objects in spițe o f what they are actually asked to do. Shipley and 
Shepperson (1990) report an experiment in which pre-school children, when shown five 
forks, one o f which broken into two pieces, and asked to count “the forks”, the majority 
answered “six”. This proves that domain-general biases may guide children in their 
understanding o f discrete objects as separate individuals, i.e. as whole objects.

However, there are words which do not refer to whole objects, but to properties 
(adjectives) or spațial relations (prepositions), or words which refer to groups/collections of 
objects (family, flock, herd, bundle) as well as words which denote parts o f objects 
(surface). Abstract nouns (idea, dream) do not refer to a material entity at all. Mass terms 
(milk, coffee, chocolate) do not refer to whole objects either. In all these cases, the whole- 
object assumption does not seem to be of much help. Are children able to override the 
constraint and construe other entities as individuals as well? Experimental evidence shows 
that they are able to construe entities such as sounds or bounded substances as individuals. 
There is also evidence that collective nouns such as fam ily  are present in early vocabularies. 
This suggests that, in spițe o f a strong domain-general whole object bias, children are also 
guided in the acquisition process by other facts, possibly by syntactic cues. The implication 
would be that in the acquisition of vocabulary domain-general principles and language 
specific ones intermingle.

The child 
expects a 
new labei to 
refer to a 
whole 
object.

2.3 The partonomic assumption

Infants are assumed to determine the extension of basic level categories by attending 
not only to whole objects but also to parts of objects. According to the so-called partonomic 
assumption, parts of objects are given a special status in category membership decision 
(Poulin-Dubois 1995). Experimental evidence shows that infants are sensitive to the absence 
of an object part, being able to detect missing part(s) for categories for which they already 
have a labei. Infants aged 12, 15 and 18 months were shown sets of three pictures: one picture 
represented a ‘complete’ referent, i.e. a cat, a dog, etc. The other two pictures represented the 
same referent but with one part removed (i.e. a cat without a tail, a dog without legs, etc.). An 
adaptation of the preferențial looking paradigm was used to test the infants’ sensitivity to the 
absence of a perceptually salient part in word referents. 18 month -  olds looked longer at the 
incomplete referent than at the complete one. No preference could be detected with younger 
infants, which may suggest that the abstraction of parts develops through language 
development (Poulin-Dubois 1995).

However, experiments have also revealed that a salient part is not defining at any 
age. Object parts do not have the status of defining features for young children. When 
shown object referents (category exemplars) with one part missing children consider 
them acceptable. Thus, one can say that object parts are involved in the early meaning of 
words but they do not represent defining features.

Parts of 
objects are 
relevant in 
category 
membership 
decision.
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2.4 The taxonomic assumption

When hearing 
a new word, 
the child will 
look for 
taxonomic 
relations.

The taxonomic assumption (Markman 1990) States that children expect a new word 
to refer to objects of the same kind, ruling out thematic meanings. When a child hears a 
novei term, he/she will look for taxonomic relations rather than thematic ones, in spițe of 
the fact that, at this early stage, children are extremely interested in the latter type. If  the 
child is taught an unfamiliar word, bird for example, when asked to find another bird, 
he/she will tend to choose another bird or bird-like creature, and not a cage or an egg. 
Single nouns do not encode thematic relations, such as ‘a spider and its web’. Markman 
suggests that the taxonomic constraint may be a consequence of words being generic, 
unlike phrases. A word like robber, she argues, denotes a permanent quality, whereas the 
phrase is robbing a bank does not.

Bloom (1994) suggests that it would be more accurate to say that nouns and verbs - 
not words -  have generic reference, given that there are words which can be phrases 
(pronouns, proper names). Nouns are generic because they can be used to denote an 
indefinite number o f different objects or portions of substance o f the same kind. They refer 
to kinds. Noun phrases (such as the big dog) can be interpreted as denoting one single 
instantiation of the kind “dog”, i.e. an individual or a stage (Carlson 1977). By analogy, a 
verb like read denotes a kind of action, whereas is reading refers to an instantiation of the 
kind of action “read”.

Guided by the taxonomic assumption, when children hear a novei word, they 
will not consider thematic relations as possible candidates for the meaning 
associated with that particular new labei. They will tend to categorise it as referring 
to other objects o f the same kind.

But there are words like pronouns or proper names, which are among the first to 
appear in early vocabularies as referring to unique individuals (Sorrentino 1999) and 
which do not generalise to other entities, i.e. which do not refer to taxonomies (Bloom 
1994). How do children learn these words? The taxonomic constraint cannot help them 
in this case. One possible solution proposed in the literature is that young children are 
guided by an animacy bias in their construal o f proper name reference. This bias may, 
however, be a reflection o f the frequency with which proper names in the input are used 
for people and animals. Experimental evidence has shown that the animacy bias is not an 
absolute constraint and that, with proper names too, children use a set o f cues (semantic, 
pragmatic and proper name syntax information) to infer that a word refers to a proper 
name (Sorrentino 1999).

2.5 The mutual exclusivity assumption

A novei term 
is assumed to 
refer to an 
object for 
which the 
child has no 
labei yet.

The mutual exclusivity assumption (Markman 1990) or the principie of contrast 
(Clark 1983)' refers to the child’s expectation that a new term should refer to an object for 
which they do not have a labei yet. The novei term will not be interpreted as a complete 
synonym. For example, if you show a child a flower and caii it yellow, the child will not 
interpret the novei term as denoting the “flower” if he/she already has a labei for that object, 
but will probably interpret it as denoting a salient property of the object.

Pinker (1994a) reports of an experiment in which children were taught a nonsense 
word -  b i f f -  for a pair of pewter tongs. In this case, the child, who does not know any 
other labei for the object “tongs” will take b iff to refer to the whole object, as the whole- 
object constraint guides him/her to do. But if you show a child a pewter cup and caii it biff, 
the child, who already knows a labei for “cup”, will interpret b iff to refer to a salient 
property of the object, most probably substance. When required to find more biffs, the child 
will look for more pewter objects and not for more cups.

'The mutual exclusivity assumption is related to Slobin’s (1973) Principie of one-to-one mapping 
and to Pinker’s (1984) Uniqueness Principie.
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2.6 Conventionality

Children know, from very early on, that different forms have different meanings, and 
that each labei stands for one concept. And they also know that this relation is arbitrary2. 
Conventionality is assumed to be one of the pragmatic principles which constrain the options 
children have to consider when hearing novei terms (Clark 1991). They know that language is 
convențional, that words are shared symbols and that, for a certain meaning, speakers in a 
certain community expect a particular form to be used. From the onset of acquisition they 
elicit convențional words by constantly asking What is this/that?.

Conventionality and contrast work together with the same aim as the one 
assumed for the mutual exclusivity assumption:

This consequence o f  conventionality and contrast together can be 
expressed as the principie o f  pre-emption by synonymy: “I f  a potențial 
innovation would be precisely synonymous with a well-established term, the 
innovative term is normally pre-empted by the well-established one, and is 
therefore considered unacceptable” (Clark 1991:35).

One question raises at this point: if  children always observe the mutual 
exclusivity assumption or the principie o f pre-emption by synonymy, how can they learn 
labels for an object in a second language?

Experimental studies on both monolingual and bilingual children (Au & 
Glusman 1990, DeWitt 1995) show that pre-school children are able to suspend this 
assumption when needed. This allows them to accept different labels for one and the 
same object when the labels belong to two different languages.

With the mutual exclusivity assumption it is more obvious than with other 
constraints that it has to be suspended at least at a later stage. If  this principie were never 
suspended, one could not account for how children manage to leam names for particular 
individuals or synonyms, for example. It seems that either children know when they have to 
observe and when they have to suspend this assumption or that it is operative only during 
early stages of linguistic development. As they get older, they become aware that the 
mutual exclusivity assumption can be restricted in some domains and given up in others.

2.7 Simplicity of form, transparency o f meaning and frequency

Young learners also show a bias towards simple forms, transparent meanings and 
frequently used options especially when creating new words (Clark 1991). Thus, 
simplicity, transparency of meaning and frequency represent further constraints 
operative in the domain of lexical leaming and early compound formation3. When the 
child must choose between forms he/she will choose the simplest ones, which he/she 
already knows, i.e. which are transparent to him/her. And when he/she has to choose 
between forms which are equally simple or equally transparent he/she seems to have a 
bias towards the most productive of the options available, i.e. those word-formation 
procedures which are the most frequently ones used by adults and which are more 
frequent in the linguistic input that the child receives.

2.8 The shape-bias

Perceptual Information about the object/substance status of the object denoted by 
a noun has also been proved to be important for the inițial mappings between objects and

2 Before turning 2, ASL-speaking children and English-speaking children make the same error 
when using you and me. This demonstrates that the arbitrariness of the relation between a symbol and its 
meaning is deeply entrenched in the child’s mind (Pinker 1994a).

1 See Chapter 3 for details.

The child 
knows that 
words are used 
in a 
convențional 
way.

The child tends 
to choose the 
simplest, the 
most 
transparent 
and the most 
frequently 
used words.

Children resort 
to shape 
similarity in 
order to map 
novei terms 
onto basic level 
categories.
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countable nouns, and between substances and mass nouns, respectively (Subrahmanyam 
and Landau 1995). A bias that seems to be guiding the acquisition o f word meaning 
(possibly even initially overriding the syntactic context) is the so-called shape bias. 
Children seem to tend to map new nouns onto basic-level categories by resorting to 
shape similarity:

The early shape bias in word learning invites children to form  categories 
o f  perceptually similar things. Because members o f  the same taxonomic category 
tend to look alike in the real world, these shape-based categories will often be 
good approximations o f  theory-based ontological categories (Imai and Gentner 
1995:175)

For example, when taught new countable nouns that denote objects, children will 
generalise these nouns on the basis o f shape (Landau et al. 1988). The shape bias seems 
to be stronger with younger children and to get weaker with older children and adults 
who attend more to the syntactic context.

The shape bias has been said to precede the taxonomic assumption: children 
extend noun meaning on the basis of shape at an early age and, only later, after further 
learning occurs, do they shift to extension o f meaning on taxonomic assumptions (Imai 
and Gentner 1995).

2.9 The type-of-substance bias

The type of 
substance 
denoted by the 
novei noun is 
relevant for 
acquisition.

It has also been claimed that children are guided in the acquisition o f noun meanings 
by the type of substance denoted by the noun. Soja et al. (1991) point out that children follow 
two procedures in the acquisition of noun meanings according to whether the noun denotes a 
solid or a non-solid substance:

Procedure 1:
Step 1: Test to see if  the speaker could be talking about a solid object; if  yes,
Step 2: Conclude that the word refers to individual whole objects o f the same 

type as the referent.

Procedure 2:
Step 1: Test to see if the speaker could be talking about a non-solid substance; 

if yes,
Step 2: Conclude that the word refers to portions o f substance o f the same type 

as the referent.

2.10 Word learning constraints are not (always) language specific

(Some) word 
learning 
constraints are 
not language 
specific.

As can be seen, the principles invoked in relation to the acquisition of word 
meaning are not always language specific. Children are assumed to rely on some extra- 
linguistic facts (pragmatics, knowledge of the world, underlying conceptual and 
perceptual categories) in their attempt at improving their vocabularies.

One should however point out that a different point o f view has been put forth in 
the literature, according to which such constraints would be too “strong”, at least for the 
early stages of word learning, during which many lexical items are unstable or /and do 
not have the adult meaning (Nelson 1988, Dromi 1993). On such a view, the young child 
cannot take words to refer to kinds of objects, individual objects or portions of stuff from 
the onset of acquisition. In the beginning, word meanings are assumed to be salient 
perceptual features of what the child believes the referent of the word is. Only after the 
so-called vocabulary spurt (Nelson 1988) or after the child has learned the syntax of
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quantification (Quine 1960) could the young child distinguish between kinds of objects, 
individuals or portions of stuff.

But there are experimental results which suggest that this point of view 
encounters a few problems. Carey (1993) provides evidence that the ontological status of 
the referent is relevant for early vocabulary leaming (24 months) and that children can 
induce the ontological distinction between objects and substances before having learned 
the syntax of quantifiers, plurals or determiners. In Xu et al. (1995) it is argued that 12- 
month-olds can already make a distinction between kinds and properties before they 
begin to acquire countable nouns.

Other researchers emphasise the fact that these leaming constraints are mere by- 
products of children’s non-linguistic conceptual biases and hence should not be posited 
as principles specific to word leaming. Bloom (1994:306) argues that the constraints 
which actually guide lexical leaming ‘emerge from other properties of children’s 
knowledge: in particular, from children’s grasp of syntax-semantics mappings’, which 
play a crucial role in lexical development. Any other type of constraint, though relevant 
for acquisition, is not language specific:

By rejecting the idea o f special constraints, I  am not denying that young 
children know a lot about words -  about their phonology, morphology, syntax, 
and meaning -  and that this knowledge can facilitate the leaming o f language 
[...] and that some o f it may be innate. Theproposal 1 am arguing against is that 
there exist additional constraints o f the sort proposed by Markman and others, 
constraints whose sole role is to facilitate the process o f word leaming. (Bloom 
2000:11) .

Suppose it is true beyond doubt that these constraints, in spițe of not being 
language specific, play an important part in the acquisition of word meaning. The view that 
lexical development may involve domain-general mechanisms besides language specific 
ones has already been advanced. But most of the constraints discussed so far refer to the 
acquisition of nouns. The question is: do children make similar assumptions when leaming 
verb meanings or pronouns and proper names? Early vocabularies also contain words 
which refer to locations, events, temporal entities. What constraints are available in this 
case? Can we say that these principles constrain the acquisition of word meaning in general 
or only the acquisition of nouns?

3. Vocabulary acquisition and theory of mind

Bloom (2000) proposes that the most important element in the process of word 
leaming is the child’s understanding of the (referențial) intentions of others, i.e. on their 
theory of mind:

[...] some capacity to understand the minds o f others may be present in 
babies before they begin to speak. There are many names for this capacity, 
including mind-reading, social cognition, and pragmatic understanding, but [...] 
I use the term theory o f mind (Bloom 2000: 61).

In this, he follows some of the earliest attempts at explaining word leaming, such 
as the one in The Confessions o f Saint Augustine (398):

When [my elders] named any thing, and as they spoke turned towards it, 
I  saw and remembered that they called what they would point out by the name 
they uttered. And that they meant this thing and no other was plain from the 
motion o f their body, the natural language, as it were, o f all nations, expressed 
by the countenance, glances o f the eye, gestures o f the limbs, and tones o f the 
voice, indicating the qjfections o f the mind, as it pursues, possesses, rejects, or
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shuns. And thus by constantly hearing words, as they occurred in various 
sentences, I  collected gradually for what they stood; and having broken in my 
mouth to these signs, 1 thereby gave utterance to my will. (cited in Bloom 
2000:61)

According to Bloom, the child’s ability to read the mind of the ‘interlocutor’

Word 
leaming is a 
type of 
intențional 
inference.

underlies his/her leaming not only of the meaning of words but also of how words reiate 
to each other and of how they can be used in communication. Word leaming is defined 
as ‘a species of intențional inference’ (p. 61). The young child needs to see the speaker 
and what he/she is looking at in order to be able to infer the meaning of words.

Evidence in favour of this hypothesis comes from experimental data. 18 month
old infants were placed in a context in which they played with one object, while a 
different object was placed in front of the experimenter, in a bucket (Baldwin 1991, 1993
reported in Bloom 2000). The experimenter looked at the object in the bucket and uttered 
a new word, moni, while the child was playing with the other object. When asked to 
point to the moni, the children chose the object în the bucket and not the one they were 
playing with. When young children were placed in a room, alone, with a new object, they 
did not reiate the string of sounds Dawnoo! There’s a dawnoo!, uttered by an impersonal 
voice, to the new object. Such data suggest that children rely on the referențial intention 
of the interlocutor (which plays the part of a cue) in order to leam word meaning, and not 
on observation of the object alone.

Further evidence in favour of this view comes from studies of two radically 
different types of impairment: autism and Williams syndrome. The cause of autism is 
related, according to one hypothesis, to a delayed, impaired or missing theory of mind. 
Autistic individuals cannot socialise or communicate with the others. The majority 
have limited language skills. Pronominal reversal, the use of T’ for ‘you’ and vice
versa, seems to be rather frequent. When they hypothesise the meaning of words, they 
mainly rely on associative leaming mechanisms. For example, Bloom reports the case 
of an autistic boy who used ‘Peter eater’ when talking about saucepans. This was taken 
to be due to the fact that, when he was about 2, his mother dropped a saucepan while 
reciting him ‘Peter, Peter, Pumpkin Eater’. Another cited case is the one of an autistic 
child who used the word ‘sausage’ to refer to toy trucks, presumably because his 
mother had told him ‘Come and eat your sausage’ while he was looking at his truck.

Williams syndrome individuals, on the other hand, are highly social. In spițe of 
their mental retardation, their language ability is relatively spared and, in the domain of 
vocabulary, it may even surpass that of normal individuals of the same age. This contrast 
between the two types of impaired individuals shows how important social capacities 
and ability to guess the communicative intentions of others can be.

4. The acquisition of nouns vs. the acquisition of verbs

4.1 Are nouns easier to learn?

There is evidence, both theoretical and experimental, that verbs are more 
difficult to leam than nouns or, at least, than non-abstract nouns. This could explain why 
nouns seem to be predominant in children’s early vocabularies, as can be seen in Table 2 
(taken from Goldfield 1998:281), which summarises the results of various studies related 
to the early emergence of (common) nouns and verbs:

204
https://biblioteca-digitala.ro / https://unibuc.ro



Proportion of nouns and verbs in the early lexicon
Table 2

Diary Studies Common nouns Verbs/Action words
Nelson (1973) .51 .13
Benedict (1979) .50 .19
Goldfield (1986) .48 .16
MacArthur Communicative .63 .08
Development Inventory

It has been suggested that noun meanings are easier to hypothesise because 
they can be often inferred by pairing a string of sounds with an object or an 
individual by sheer observation of the extra-linguistic situation, whereas actions 
seem more difficult to identify. Terms for actions are always relațional in meaning, 
they link one or more participants to the event (Gentner 1982, Clark 1991). Maybe 
that is the reason why they can almost never occur in ostensive definitions. We often 
say “This is a book” or “This is water”, but we hardly ever say “This is reading” or 
“This is eating”. Even when we say ‘Look, he’s eating!’ the hypothesis space is 
much larger than when we say ‘Look, this is a flower’.

Actions have vaguer boundaries and quite often the verb is heard before or 
after the action takes place. For example, the child can hear an utterance like “I will 
give you something to eat” before the action actually takes place. Ambalu, Chiat and 
Pring (1997) studied the effects of verb input on the acquisition of verb meaning on 30 
children aged 2; 3 to 3; 6. Interestingly, the findings of their experiment show that 
verbs which describe movement can be better learned when heard before the event has 
taken place, whereas verbs which focus on the result are better learned if the child 
hears the unfamiliar word after the action has taken place.

Also, some very simple verbs, used in every day conversation, and which denote 
perceivable events, may encode perspectives and beliefs which cannot be inferred by 
mere observation; some semantic components (causation, manner of action, etc.) are 
conflated into the meaning of the verb. Consider, for example, pairs of verbs such as 
buy/sell, win/beat, give/receive (Gleitman 1990). How can the child detect the change of 
perspective while watching a buying-selling scene, for example? There are also verbs 
which denote States of affairs which cannot be observed at all, such as think, believe, 
wani, wonder, guess, understand. And these verbs are used by parents quite a lot when 
talking to their children.

The conclusion we can reach so far is that the meaning of at least some classes 
of verbs is even more difficult to hypothesise by mere observation than the meaning of 
nouns. And there is experimental evidence that indeed verb meaning is more difficult 
to infer than noun meaning. Gillette and Gleitman (1995) devised an experiment in 
which adults’ ability to infer verb meaning by observation was tested. The subjects 
were shown short videotapes of mothers playing with their infants, with the audio 
turned off. Whenever the mother uttered a noun, a beep was heard and the subjects 
were required to guess what noun had been uttered. About 50% of the guesses were 
accurate at the first beep, but the results improved for later beeps. In a second 
experiment, the subjects watched videotapes, as in the first experiment, but this time a 
beep was heard every time the mother had uttered a verb. The subjects managed to 
guess the right verb only 7% of the time.

By analogy, Gleitman and Gillette conclude that it must be more difficult for 
children to infer verb meaning than noun meaning. This hypothesis is also supported 
by the fact that early vocabularies (the first 50 words) often contain no verbs and the 
number of verbs continues to be smaller than that of nouns until around age 3. This 
fact is more intriguing as these early vocabularies do not contain only nouns which 
denote basic-level classes of objects (which could be learned by observation) but also 
nouns which refer to locations, events or temporal entities, i.e. which can hardly be

Nouns are 
predominant in 
early 
vocabularies 
because noun 
meanings are 
easier to infer 
than verb 
meanings.
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The same 
constraints 
apply in the 
acquisition of 
both nouns and 
verbs.

Nouns and 
verbs are 
acquired 
differently.

The 
predominance 
of nouns in 
early 
vocabularies 
may be the 
result of the 
linguislic 
input.

The predomi
nance of 
nouns in early 
vocabularies 
may be due to 
the morpho- 
logical 
variation 
available in 
the input.

learned by mere observation. This suggests that verbs are not more difficult to learn 
only because their meaning cannot always be inferred by resorting to the extra- 
linguistic environment but for some other reasons as well which may be linked to the 
complexity of their structure. If this is the case, the obvious question is: how do 
children cope with verb meaning in the end? Are they constrained in their hypotheses 
by some general principles? Are these principles the same as the ones which guide the 
learning of noun meaning?

4.2 Word learning constraints and the acquisition o f verbs

Clark (1991) argues that the constraints which guide the child in the hypothesis 
space of noun meaning will also apply to the acquisition of verb meaning. The whole- 
action assumption will teii the child that a novei term denoting an action refers to the act 
that links the different participants in that event as a whole. The generic-level assumption 
relates to the expectation that words (nouns or verbs) denote categories which are distinct 
from each other, but whose members share a maximum number of properties. The equal- 
detail assumption also applies, according to Clark, in the learning of both noun and verb 
meanings. The child somehow knows that each word denotes equally detailed instances 
of categories.

However, this does not seem to be enough. Even if one adopted the view that 
these constraints are sufficient to guide the child through the maze of hypotheses, they 
still cannot explain why children are slower to learn verbs than nouns. Nor can they 
explain how children acquire pronouns or proper names.

Fisher et al. (1994) advance a different point of view. According to them, nouns 
and verbs are actually acquired in different ways: when learning a novei noun, the child 
must map a word to the world, whereas when learning a new verb, he/she must map a 
sentence to the world. This sentence-to-world mapping could explain why early 
vocabularies contain few verbs (if at all); noun meanings can be learned in the absence of 
structural knowledge, but verbs cannot.

4.3 Input and lexical development

The input has also been invoked as a possible cause of the predominance of 
nouns or verbs in early vocabularies. The predominance of nouns in early vocabularies 
has been said to be the result of the linguistic input which children receive at this stage, 
and which provides more evidence for the meanings of nouns than for the meanings of 
verbs (Snedeker and Gleitman 1999). On such an account, it is not relevant to stress the 
difficulty of inferring the meaning of verbs and as such to try and link the lack of verbs 
in early vocabularies to the cognitive limitations of young learners. Certain properties of 
the input are responsible for the predominance of nouns in early vocabularies. This view 
predicts that the way in which children cope with nouns vs. verbs, being dependent on 
properties of the input, may differ from one language to another.

This prediction is borne out by data from child Mandarin Chinese and Korean. 
Mandarin-speaking children produce more verbs than nouns in their early vocabularies. 
Tardif (1995) accounts for this phenomenon by resorting to a comparison of the 
percentage of nouns and that of verbs in the subjects’ speech and in the input which they 
received. Similarities between the percentage of nouns and verbs in the input provided 
by adults and in the early speech of Mandarin-speaking children have been found.

Choi and Gopnik (1995) report an early verb-bias in child Korean that they also 
attribute to certain properties of the input. But, even with Korean children, there is a 
noun bias in the first 50 words.
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One more possible explanation for the early predominance of verbs or nouns 
may be one which takes into account the morphological variation (i.e. the number of 
forms used for one and the same word) available in the input. Yamashita (1999) 
argues that Japanese children acquire nouns earlier because nouns have the least 
variation in the linguistic input, whereas verbs are acquired late due to the fact that 
they have the most morphological variation.

Such findings lead to the conclusion that the noun bias or the verb bias in 
early speech may be language dependent and not universal as previously claimed 
(Gentner 1982, Nelson 1973). This conclusion is supported by a study of the early 
lexical acquisition of four Mandarin Chinese-English blilinguals (Nicoladis 2001), 
aged; 7 -  2; 0. In spițe of the fact that all the children knew more nouns than 
verbs in both English and Chinese, the children with larger Chinese vocabularies 
used more verbs than nouns in Chinese and more nouns than verbs in English.

4.4 Conclusions so far

So far, we have seen that the following explanations for the predominance of 
nouns or of verbs in early vocabularies have been put forth:

(i) nouns emerge earlier because they are more ‘accessible’ to children, their 
meaning is easier to identify;

(ii) certain properties of the input (such as frequency of nouns) are 
responsible for an early noun-bias or an early verb-bias;

(iii) language specific properties, such as morphological variation can explain 
why nouns are acquired faster than verbs.

There is evidence in favour of all these hypotheses, which suggests that multiple 
factors may be involved in lexical acquisition (Tardif, Shatz and Naigles 1997, 
Yamashita 1999) and also that input plays a more important part in the process of lexical 
development than it does in the process of syntactic development.

5. Syntax-guided or semantics-guided learning of word meaning?

5.1. The question

In the late 60s and early 70s, a debate began concerning the way in which 
children learn the meaning of words and their syntactic properties. At the very core of 
the debate, in which the acquisition of verb meaning had a central part, was the question: 
“What comes first: syntax or semantics?” i.e. “Do young children analyse their words in 
semantic or syntactic categories, do they rely on the syntactic categorisation or on the 
semantic properties of words?” This question received two different answers:

(i) Syntax helps lexical learning. Young children are imposing syntactic 
categories on words at a very early stage and syntactic environment is 
crucial for lexical development. On this view, which has been known in 
the literature as the syntactic bootstrapping hypothesis, children rely on 
syntactic categorisation to learn the meaning of words.

(ii) Semantics helps lexical learning. On this view, known as the semantic 
bootstrapping hypothesis, children infer the meanings of words from the 
observation of events, without grammatical Information. Acquisition of 
syntax requires prior knowledge of word meanings.
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The views in (i) and (ii) can be reconciled. On this reconciliation view, a 
hypothesised meaning based on observation is seen as the input to lingvistic 
mapping principles.

Let us see how each of these approaches deals with the complexity of the 
acquisition of word meaning.

5.2. The syntactic bootstrapping hypothesis

5.2.1. The role of the linguistic context

Syntactic 
bootstrap
ping: children 
use syntactic 
Information to 
learn word 
meaning.

Learners are sensitive to the formal properties of language; they expect to find a 
link between these properties and semantic interpretation. In order to infer the meaning 
of a word, the child is assumed to rely on the syntactic context in which the word is used, 
i.e. its syntactic frame. The child can predict the meaning(s) of the verb by analysing the 
argument structure with which it has been used in a sentence.

As early as 1957, Brown demonstrated that the acquisition of vocabulary could 
get help from the linguistic context in which the particular word is uttered. When 3- to 5- 
year olds are shown sets of pictures depicting one an object and the other one a 
substance, they will tend to point to the picture depicting the object when required to 
show a sib, but to the one depicting the substance when required to show sib. There are 
morphological cues which help the child to labei the word with an object or an activity. 
When hearing a nonsense word like the gorp, children tend to point to an object, but 
when they hear gorping they tend to point to the implied action. Such experimental 
evidence led linguists to look for different cues in the linguistic context which could help 
the child to map the labei with the appropriate intended meaning (Landau & Gleitman 
1985, Naigles 1990, Gleitman & Gillette 1995 among others). The hypothesis which they 
advance is that children rely on syntactic information to learn new words:

... the range o f subcategorization frames has considerable potențial for 
partitioning the verb set semantically, and [...] language learners have the 
capacity and inclination to recruit this information source to redress the 
insufficiencies o f observation. This examination o f structure as the basis for 
deducing the meaning is the procedure we have called syntactic bootstrapping 
(Gleitman 1990:27).

For example, when hearing the sentence He gorped the apple, the child can infer 
that gorp denotes an action which implies an agent and a physical object relying on the 
syntactic frame in which the verb has been used: a transitive one. When hearing I  gorped 
the apple from the basket the child will hypothesise that gorp also involves a direction. If 
gorp is followed by a clausal complement, as in J gorped that he did not like the apple, 
the child will infer that the verb may denote some kind of mental activity.

The proposal is not as radical as it might look at First sight; it does not imply that 
syntactic information alone helps the child to map the word with its intended meaning. It 
simply argues that syntactic information plays an important part in the acquisition of 
vocabulary, without denying the part of observation:

The input is seen as consisting o f both the extralinguistic event, observed 
by the child, and the linguistic event, which provides a verb used in a certain 
grammatical environment (Gleitman 1990).

Consider, for example, the pairs of sentences below:

(1) a. John melted the ice.
b. The ice melted.
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(2) a. She cooled the soup.
b. The soup cooled.

In both (1) and (2) the same verb describes an accomplishment in a (i.e. a telic 
predication which crucially involves causation) and an achievement in b (i.e. a predication 
which is telic, just like the one in a, but which involves only a change of state; no causation 
is at stake in this case). The situation which sentence a describes can be equally described 
by the b sentence. There is no possibility to infer the correct meaning of the verb in a and b 
on the basis of the analysis of the event How does the child cope with such situations, 
then? The crucial assumption is that it is the linguistic input, i.e. the subcategorization 
trame in which the verb appears which guides the child. In the a sentences, the verb occurs 
in a transitive construction whereas in the b ones, in an intransitive frame. These syntactic 
properties are than mapped onto the meaning of the verb.

Children are able to notice the systematic relations which exist between verb 
meaning and sentence structure. Noticing these regularities helps the child to reduce the 
hypothesis space, to narrow down the set of logically possible hypotheses with regard to 
the meaning of an unfamiliar word. For example, when a child hears a nonsense verb 
like gorp in a sentence like John gorps, it is more likely that he/she will interpret the 
novei verb to mean “smile” rather than “hit”. When hearing John gorps Bill, the reverse 
will happen. The frame in which the verb occurs provides Information about the number 
of arguments, the type of arguments, the choice of agent or affected entity when more 
than one is possible, i.e. the type of Information impossible to infer from mere 
observation of the extra-linguistic situation in which the verb is used.

The part of the frame in the learning of word meaning seems to be so important 
that it can even make the young learner change the meaning of a familiar verb to make it 
conform to the new frame in which it was encountered. Naigles, Gleitman and Gleitman 
(1992) tested the role of frames in the lexical development of 2-, 3- and 4 year olds. In 
the experiment, familiar transitive verbs, such as bring, were used intransitively (as in 3) 
and intransitive familiar verbs, such as come, transitively (4):

(3) *The zebra brings.
(4) *The elephant comes the girqffe.

The subjects were required to act these sentences. The results of the experiment 
show that the children tried to act them in accord with the frame, thus changing their 
previously acquired meaning.

5.2.2. Regularities between syntax and semantics

Linguists have noticed that there often exists a certain relationship between the 
meaning of words and their syntactic properties; words which systematically differ in 
teims of meaning also differ in terms of the syntactic environment in which they occur. 
For example, nouns which denote objects tend to be countable (dog, cat, book) but nouns 
which denote substances tend to be mass nouns (yvater, milk, juice). This systematicity 
could be explained by the fact that objects have boundaries, and hence can be counted, 
whereas substances describe homogeneous wholes, which do not have boundaries or 
whose boundaries are vague and, consequently, cannot be counted. This systematic 
difference in meaning is mapped by a systematic countable/mass syntactic difference.

One can extend this view to the domain of predicates. It has been noticed that 
predicates denoting States tend to behave like mass terms, they cannot be counted; they 
denote homogeneous States of affairs, on a par with mass terms (Mourelatos 1986). 
Change of state predicates, on the other hand, tend to behave like countable nouns, they 
can describe different instantiations of the same kind of event. This semantic difference 
is reflected by the incompatibility and, respectively, compatibility with the Progressive.
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Studies of various classes of verbs revealed that verbs which take 
prepositional objects whose prepositions indicate direction, such as across, along, 
away from, to, towards, usually denote eventive predicates rather than statives. 
Verbs which take sentential complements tend to denote mental States rather than 
physical ones4. Verbs which can be used in the imperative tend to denote an action 
which can be controlled by the subject of the sentence, a.s.o.

‘See Levin (1993) for more examples.
5 The preferențial looking paradigm is a comprehension test during which the child is required to look at 

one o f two simultaneously presented video events while hearing a sentence which describes one of the events. 
His/her preference of looking longer at one event is taken as indicative o f how he/she has interpreted the sentence.

One should not, however, reach the conclusion that there is always a 
systematic syntax/semantics mapping cross-linguistically and that similar semantic 
facts do always result in similar syntactic configurations. One obvious example is 
that of the modal verbs. In spițe of the fact that they denote the same notions, they 
do not behave similarly cross-linguistically. In English, for example, the class of the 
so-called modal verbs behave more like funcțional categories, representing a distinct 
morpho-syntactic class, whereas in Românce languages like Italian, Spanish or 
Romanian, they behave like lexical verbs. Also, in English, the verbs donate and 
give, in spițe of the similarity of the event which they denote, differ in terms of 
syntactic frame.

Children are 
able to 
exploit 
syntax- 
semantics 
regularities.

5.2.3. How children exploit these regularities

There is experimental evidence that children can detect and use these syntax- 
semantics regularities in the acquisition of vocabulary, both in the domain of nouns and 
in the domain of verbs.

Bowerman (1983) noticed that her children would occasionally use, in 
spontaneous speech, innovative causative constructions of the type:

(5) 7 ’m gonna fall this on her.

In (5), the verb fall has been used as cause to fall. Such constructions show that 
children are aware of the transitive-causative relation, which they can make use of in a 
creative way.

Naigles (1990) used the preferential-looking paradigm5 to investigate whether 
children (aged between 1; 11 -  2; 3) can use syntactic structure in hypothesising verb 
meanings in their interpretation of unfamiliar verbs. The child was seated on the mother’s 
lap and observed pairs of events, simultaneously presented on two video monitors. The 
children were then shown a multiple scene, with two actions going on simultaneously, 
performed by the same actors. One action was causative and the other one non-causative. 
For example, the children were shown a multiple scene in which a duck was forcing a 
rabbit to stay in a bending position (the causative action) and, at the same time, the duck 
and the rabbit were making arm gestures (the non-causative action). Some children heard a 
novei nonsense verb in a transitive frame -  Look! The duck is gorping the bunny. The other 
children heard the new (nonsense) verb in an intransitive frame -  Look, the duck and the 
bunny are gorping. Then, one single action scenes appeared again: on one monitor, the 
causative action could be seen and on the other one the non-causative event. The child was 
asked: Where ’s gorping? Find gorping now! The children who had heard the novei verb in 
the intransitive frame focused significantly longer on the monitor presenting the non- 
causative event. The children who had heard the verb in a transitive construction looked 
longer at the monitor which presented the causative event. The findings clearly support the 
view that the structure of the sentence represents an important source of information for 
verb learners.
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Fisher et al. (1994) tested how children can detect the distinction between pairs 
of perspective-changing verbs (of the type give/receive, chase/flee, lead/follow) on the 
basis o f observation and syntactic deduction.

The hypothesis they started from was that children watching a scene showing, 
for example, a rabbit giving a ball to an elephant and hearing a new verb describing the 
scene, will interpret its meaning according to the frame in which the verb was first heard. 
The experimental method they used was the paraphrase method. The children (24 3-year- 
olds and 30 4-year-olds) were shown six brief videotaped scenes, described by the 
experimenter with a sentence that contained a nonsense verb. The subject was then asked 
to paraphrase that verb. Each scene contained puppet actions, which could be described 
by two English verbs that differed both semantically and syntactically. For example, in 
one of the scenes, an elephant hands a ball to a rabbit. The children were divided into 
groups and each group heard one o f the three descriptions:

(6) a. Look, biffing!
b. The rabbit is biffing the ball to the elephant.
c. The elephant is biffing the ball from  the rabbit.

It is interesting to point out that 29% of the trials for 3-year-olds and 23% for 
4-year-olds represented failures. In spițe o f the fact that children could observe the event 
and were provided a description o f the on-going event, they still failed to infer the 
meaning. In some cases, when children were introduced the verb in the (a) frame, they 
mentioned both possible paraphrases. Also children showed a clear agent bias in the 
interpretation linked to (a). They did not randomly choose a gzve-like or a receive-hke 
paraphrase, as one might have expected, but they tended to choose the gzve-like verb, i.e. 
the agentive one. With (b) and (c) the results clearly showed that the syntactic frame had 
an effect on the acquisition o f the new verb. The children chose, in a principled way, a 
gzve-like or a receive-hke paraphrase, according to the syntactic frame in which they 
were taught the verb.

AII these findings provide convincing evidence that structural clues are helpful; 
children are able to detect syntactic cues and to exploit them in order to hypothesise the 
intended meaning o f the novei word.

5.2.4 Multiple frames

We have seen that there is experimental evidence that children can detect and use 
syntactic information in order to infer word meaning. The leamer is assumed to “zoom in” on 
the most salient interpretation(s) of the extra-linguistic situation by exploiting the structural 
information provided by the linguistic input. This is what has been called "the zoom lens 
hypothesis" (Gleitman and Gillette 1995, Fisher et al. 1994 a.o.). But, in some cases, the 
interpretation of the verb meaning may be impossible on the basis of one single pairing 
sentence (syntactic structure) -  extra-linguistic information. There are cases when such a 
pairing can be misleading. The example which is usually provided to support this idea is that 
of the sentences (a) and (b) below, which frequently occur in adult-child dialogues:

(7) a. D idyou eat a cookie?
b. Do you want a cookie?

One single syntactic frame is not always enough to hypothesise the right 
meaning. Children may guess eat instead of want in the case of (b), for example.

A similar situation may arise in the case of the misleading pairing in (8 )'below:

(8) A. Edgave the horse to Sally.
b. Ed explained the facts to Sally.
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In order to 
infer the 
meaning of a 
verb the 
child has to 
examine all 
the syntactic 
frames in 
which it 
occurs.

Both give and explain describe transfer of entities between two parties and they 
can appear in the same syntactic construction: NP1 VP NP2 to NP3. But explain denotes 
mental transfer and accepts sentential complements (as in 9) whereas give denotes 
physical transfer, and is incompatible with sentential complements (10):

(9) Ed explained that there was an elephant in the kitchen.
(10) *Ed gave that there was an elephant in the kitchen.

The young learner will be able to detect the difference (physical vs. mental 
transfer) only after having heard the two verbs in both syntactic environments.

The hypothesis put forth is that the mapping problem can be solved by multiple 
frame Information; it is only by examination of all (or several of) the syntactic contexts 
in which verbs occur, i.e. of multiple syntactic frames, that the children will be able to 
make out the appropriate meaning.

Evidence in favour of the multiple frame hypothesis comes from the analysis of 
the role of maternal input on the leaming of word meaning. It seems that the diversity of 
syntactic frames in which verbs appear in maternal speech can predict the frequency with 
which these verbs appear in child speech later (Naigles, Hoff and Ginsberg 1993).

Multiple-frame Information enhances the possibility of correctly hypothesising 
word meaning with adults as well. Experiments show that they can better infer verb 
meaning when provided with frame-range Information. This shows that verb frames can 
have semantic implications. Scene Information is quite uninformative without frame 
ranging. What the child actually needs are multiple paired scenes and sentences:

... the set o f syntactic formats for a verb provides crucial cues to the verb 
meanings just because these formats are abstract surface reflexes o f the 
meanings...the set o f subcategorization frames associated with a verb is highly 
informative about the meaning it conveys. In fact, since the surface forms are the 
carriers o f criticai semantic Information, the construal o f verbs is partly 
indeterminant without the subcategorization Information. Hence, in the end, a 
successful learning procedure for verb meaning must recruit information from 
inspection o f the many grammatical formats in which each verb participates 
(Landau & Gleitman 1985:138-139).

5.2. 5 From verbs to nouns

The arguments which have been discussed so far in defence of syntactic 
bootstrapping belong to the verbal domain. Actually, one of the assumptions we started 
from was that verb meaning is more difficult to infer than the meaning of nouns because 
the structure of verbs is more complex. Does this mean that syntactic cues are not 
relevant with nouns? Are they less relevant? There is experimental evidence that syntax 
also helps children to infer the precise noun meaning. Syntactic cues are important in the 
acquisition of nouns as well.

Bloom and Kelemen (1995) show that children can detect the correct collective 
noun meaning on the basis of syntactic cues. They tested this hypothesis on 16 adults and 
16 4- and 5-year olds. Each subject was first shown pictures of novei objects, described 
as either “These are fendles” or “This is a fendle”. The subjects in the plural condition 
were expected to treat the word “fendle” as an object name and the subjects in the 
singular condition were expected to treat “fendle” as a collective noun. After the new 
word was taught, each subject was shown sets of two pictures, one depicting a single 
object and one a collection of objects, and asked: “Can you show me the fendle?” If 
“fendle” was assumed to be a collective noun, the subject was expected to point to the 
picture depicting a collection of objects. If the word was assumed to be an object name, 
the subject should have pointed to the picture depicting the individual object. The results
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revealed that the children were sensitive to syntax6. The ones in the singular condition 
favoured the collective interpretation and the ones in the plural condition the object name 
interpretation.

6 Adults answered correctly 100%. Bloom and Kelemen (1995) also report that there exists a 
tendency to produce “collective N” responses to This is a fendle as subjects get older. The older the subject 
the more sensitive to the effect of syntax (s)he seems to be.

Bloom (1994) reports another experiment designed to test if children can detect 
the syntax-semantic mapping in the case of mass/countable nouns. 3- and 4 year olds 
were taught novei nouns denoting ambiguous stimuli, i.e. stimuli which could be 
interpreted either as a set of individuals or as an unindividuated portion, such as 
spaghetti or lentils, or a string of beli sounds from a tape recorder. The children were 
divided into two groups. One group was introduced the novei term in a countable frame, 
e.g. These are feps -  there really are a lot o f feps here. The other group heard the new 
noun in a mass frame, e.g. This îs fep. There really is a lot o f fep here. Then the children 
in the first group were asked to “give the puppet a fep”. Most of them tried to give the 
puppet an object. The children in the “mass” group were required to “give the puppet 
fep”. They tended to give the puppet a handful of objects.

These findings show that chidren are aware of the syntax-semantics 
mappings. And it seems that these mappings help them to infer the meaning of 
nouns as well as the meaning of verbs.

5.2.6 Conclusions so far

The discussion so far has shown that the syntactic bootstrapping hypothesis 
proposes a trajectory of lexical development within which the child has to rely on the 
analysis of (multiple) syntactic frames. The role of observation is not denied, it is only 
argued that, in many cases, observation of situational contexts alone is not enough. The 
assumption is that observable properties of sentences are more relevant for the acquisition 
of meaning. Syntax is a relevant source of information, i.e. children can infer word 
meanings from word syntax. But, besides syntax, a set of other learning mechanisms are 
taken to complement each other, among which observational leaming.

From the point of view of linguistic theory, syntactic bootstrapping assumes that 
there exist syntax/semantics mappings. The child will infer the correct semantics guided by 
the syntax which provides helpful information. Semantics is assumed to be read off the 
syntactic structure.

5.3 The semantic bootstrapping hypothesis

5.3.1 Arguments against the syntactic bootstrapping hypothesis

Critics of the syntactic bootstrapping hypothesis disagree that the syntactic frame 
of the verb can play such an important part in word meaning leaming. According to 
them, a child can infer the meaning of a new verb not by resorting to the analysis of the 
syntactic frame in which it occurs but because he/she knows the meaning of the other 
words in the sentence. For example, when hearing a sentence like 7 gorped the cake and 
now I am full the child will infer that gorp means something like eat because he/she 
knows what cake and full mean and also relying on a parțial analysis of what links the 
words together (Pinker 1994b). What guides the child, according to this view, is a kind of 
‘cognitive inference using knowledge of real-world contingencies’ (Pinker 1994b: 382). 
Notice that, even according to this view, the role of syntactic analysis (be it only 
‘parțial’) is not denied.
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It has also been pointed out that there are cases when a particular syntactic frame 
in which a verb occurs may not be informative enough. For example, arguments (11a, 
12a, 13a) and adjuncts (11b, 12b, 13b) which have the same form can appear on the same 
side of the verb in English (Grimshaw 1994):

(11) a. He put the child in the pram.
b. The child was eating a biscuit in thepram.

(12) a. He put a book in his room.
b. He wrote a book in his room. (Grimshaw 1994:417)

(13) a. The performance lasted for an hour.
b. The performer wriggled for an hour. (Grimshaw 1994:417)

In both the a and the b sentences of the pairs above the Prepositional Phrases 
in the pram, in his room and fo r an hour appear on the same side of the verb. But in 
the a contexts, it is an obligatory argument, and hence relevant for the meaning of the 
verb, whereas in the b sentences it is an opțional argument, which doeș not contribute 
to the meaning of the verb. The child can only know which Prepositional Phrase is an 
argument and which one an adjunct only if he/she knows the meaning of the verb 
(Grimshaw 1994:417). A possible answer to this criticism could be that the child relies 
on the examination of all the frames in which the two verbs occur. Recall that 
synțactic bootstrapping assumes the need of multiple frame analysis, which is defined 
as an iterative application of the single-frame procedure.

But the relevance of multiple frames has also been questioned. Pinker (1994b) 
argues that the process of learning the meaning of a word from a single frame is 
fundamentally different from the process of learning the content of a verb from a set of 
syntactic frames. Grimshaw (1994: 419) points out that:

...the question is whether UG determines the subcategorization set 
associated with a verb, or not. This issue turns out to be highly problematic -  the 
reason is that the total subcategorization set o f a verb is a function o f the set of 
subcategorizations in which each sense o f the verb participates. And the way 
senses are distributed across morphemes is not uniform across languages. [..]. 
UG says little or nothing about the complete set o f senses the verb has, and 
therefore little or nothing about the total set o f subcategorizations o f the 
morpheme. UG only determines the properties o f the individual senses and those 
that are related grammatically.

Another problem which the syntactic bootstrapping proposal does not seem to be 
able to solve appropriately according to the advocates of the semantic bootstrapping 
hypothesis is the one of many-to-one-semantics-to-syntax mappings (Grimshaw 1994, 
Pinker 1994b). Consider, for example, the set of verbs in the sentences below (all the 
examples are from Grimshaw 1994:418):

(14) a. He weighed the tomatoes.
b. He weighed 300 pounds.

(15) a. He became a doctor.
b. He shot a doctor.

(16) a. He asked someone the time.
b. He asked someone a question.

The syntactic frame is rather uninformative with respect to verb meaning in all 
these sentences. It can only provide Information with respect to the number of arguments 
which the verb relates in each context, but it cannot help the child infer the root meaning 
of the word.

214
https://biblioteca-digitala.ro / https://unibuc.ro



5.3.2 Semantic bootstrapping

A different point o f view on how children cope with word meanings is that the 
young learner can infer the meanings o f words from observation o f the world, without 
grammatical evidence. The process o f acquisition is assumed to rely on mechanisms 
which imply non-linguistic cognitive inference. On such a view, syntactic frames can 
only inform the learner about the meaning o f a word in that particular fram e, but they 
cannot possibly lead him /her into correctly inferring the root (or core) meaning o f that 
word. The role o f syntactic Information is not denied, but it is not seen as crucial. The 
learning o f word meanings implies the existence o f contingencies between perceptual 
and syntactic categories which, mediated by semantic categories, can help the child to 
acquire the properties of words.

One important claim of the semantic bootstrapping hypothesis is that there exists 
a close relationship between semantic and syntactic categories, and that the child uses the 
former to infer the latter:

...[t]he claim o f  the Semantic Bootstrapping Hypothesis is that the child 
uses the presence o f  semantic entities such as "thing”, “causal agent”, "true in 
past ”, and ''predicate-argument relation ” to infer that the input contains tokens 
o f  the corresponding syntactic substantive universals such as “noun ", "subject ”, 
“auxiliary”, “dominates”, and so on. [...] this knowledge is used by several sets 
o f  procedures to build rules fo r  the target language. (Pinker 1987: 407)

The hypothesised semantics-syntax isomorphy “bootstraps” the child into syntax. 
Semantics and syntax are related by linking rules (Jackendoff 1987,1990, Pinker 1989), 
which are universal and innate, and hence do not have to be learned. The child is able to 
link semantic entities such as Agent, Patient or Theme to grammatical roles such as Subject 
or Direct Object. Obviously, the implication is that children can analyse which word in the 
input corresponds to the labei Agent, Patient a.s.o. and that the child makes use of linking 
rules to infer that the Agent should be realised as a DP and appear in subject position.

Let us take an example. On hearing a sentence o f the type John is eating an 
apple, which contains a transitive action verb, the child will infer that it denotes an 
action which involves an Agent and a Patient and, in accord with the available linking 
rules, the action will correspond to V/VP, the Agent to the Subject DP and the patient to 
the direct object DP. Used in a semantically transparent situation, the sentence will be 
analysed as:

Semantic 
bootstrapping 
hypothesis: 
children rely 
on word 
meaning to 
leam word 
syntax.

(17) Jc>hn is eating an ap ple

Agent acti on Patient

DP
Subject

V DP 
Direc:t Object

Notice that such a view assumes that a mechanism of identification of grammatical 
functions has to be in place. Also, the child has to be able to identify the situation as a certain 
event type, i.e. a certain conceptual structure, and then map the word onto the mental 
representation of that structure. Conceptual structure is given by the child’s perceptual and 
cognitive mechanisms and it is linked to the verb when the child hears that verb used in a 
situation which exemplifies the pre-existing structure. The child is claimed to map a string of 
sounds with a mental representation of a concept via the so-called Event Category Labelling. 
When some meaning does not correspond to the pre-existing event types, the child resorts to 
the mechanism of hypothesis testing. Incorrect hypotheses of word meaning will be
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eliminated as a result of observing how that word is used across situations. For example, for 
the verb fiii, the child represents the Agent-Patient relation, the fact that the Patient is a liquid, 
the goal of the Agent a.s.o. This set of semantic relations associated with the verb are retained 
by the child and constantly re-evaluated in accord with the new situations in which the verb is 
heard. In the end, the child will retain only that subset of semantic relations which are relevant 
for the core meaning of the verb. On the basis of observation of contexts, he/she will know 
that fiii, unlike load, does not belong to the locative alternation class in spițe of their similar 
semantic properties. The hypothesis testing procedure is constrained by certain semantic 
biases, discourse and the mutual exclusivity assumption.

Acquisition o f meaning appears to be determined not only by innate conceptual 
knowledge, but it also requires hypothesis testing and induction.

Evidence that word leaming is possible without aid from syntax and that children 
possess abstract semantic categories as well as mappings between these categories and 
syntactic categories comes from the area of noun meaning. For example, when English 
monolingual children have to learn words of the type câmp, college, church, which refer to 
individuated objects, just like countable nouns but which, at the same time, can be used 
‘bare’ in a sentence, unlike countable nouns, they rely on the semantic properties of these 
nouns (they all refer to cultural institutions that involve habitual events and they belong to a 
subclass where all members refer to the same kind of institution, Soja 1994) in order to 
categorise them (Bums and Soja 1995). However, one should point out that when the 
children in the experiment also received explicit syntactic information that the novei noun 
waS an NP-type noun they were more likely to categorise it as such. ‘This suggests that 
although they can categorize a novei NP-type noun given only the semantic information, 
they prefer to have supporting syntactic information as well’ (Burns and Soja 1995: 30).

Both Japanese and English speaking children extend novei nouns in accord with 
the shape and the type of material of which the object denoted by the noun is made prior to 
and independently of the acquisition of the count-mass syntax (Imai and Gentner 1997).

In determining whether a novei term is a proper noun or a common noun, 
Japanese children have no syntactic clues to rely on: Japanese syntax does not specify 
whether a noun is a common one or a proper name. But, in spițe o f the lack o f syntactic 
cues, they manage to infer the meaning of novei terms by resorting to other constraints 
(Imai and Haryu 1999).

One should notice that, in spițe of the fact that the hypothesis does not explicitly 
state it, it does assume a transparent mapping between language and extra-linguistic events. 
It has already been shown that observation of extra-linguistic contexts is not always 
enough, and that it is quite difficult to accept that there is one-to-one mapping between 
language and situations which language describes (see, for example, Gleitman 1990 or 
Fisher 1995 among many others). When observing a scene, how does the child know which 
part in the string of words is the object, or the subject? It seems that:

An innate array o f  concepts is not going to help the child in deciding 
which concept f îts  the scene they ju st witnessed. Since one breaking scene is 
never identical to another in the natural world, children have an infinite 
hypothesis space to draw upon in conceptualising the event. Just hearing a word 
in context does not guarantee that children will fa st map the word correctly. 
(Clifton et al. 1995: 62)

The linking rules assumed by the hypothesis are not without problems either. 
Recall that one such rule States that the Agent of a verb projects as the Subject of the 
sentence. But it is only the subject of transitive verbs that tends to be the Agent. And not 
even subjects of all the transitive verbs are Agents. The mapping o f thematic roles onto 
grammatical roles may depend on the structure of the whole sentence. The linking rules 
assumed by the semantic bootstrapping hypothesis cannot really account for how a child 
represents the relation between the meaning of a verb and clause structure (Fisher 1995).
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In spițe o f its intuitive appeal, the semantic bootstrapping hypothesis is not without 
problems. One can hardly fînd positive evidence in favour of the isomorphic relation between 
syntactic and semantic categories at an early stage. Also, by postulating such an isomorphic 
relation one has to accept that there is an inițial stage in lexical development when child’s 
language differs from that of the adult in an important way.

5.4 A possible reconciliation

5.4.1 The two hypotheses compared

A closer look at the two hypotheses with respect to the acquisition o f word 
meaning will actually reveal that there are assumptions which they share and that they 
are not as radically different as it might appear at first sight. Let us see first what the two 
theories have in common. They both assume that:

(i) children are endowed with the innate ability o f making certain hypotheses 
about the meaning and the grammar o f words

(ii) children rely on domain-specific learning procedures to examine the 
incoming stream of words in the linguistic input; the child is able to 
conduct syntactic analyses o f the input

(iii) children also have to rely on domain-general procedures (such as pattern 
detection or hypothesis testing for example) to correctly analyse the 
linguistic input .

(iv) the input which is relevant for lexical learning is the linguistic input; 
however, the role o f the extra-Jinguistic context is not denied.

(v) they both assume that semantic information is useful
(vi) syntactic clues are useful. In particular, syntactic information restricts the 

hypothesis search within the domain of semantic interpretation.
(vii) there are syntax-semantics mappings.

They differ with respect to the importance they assume semantics and syntax 
play in the process. On semantic bootstrapping assumptions, the child first analyses the 
extra-linguistic situation. This analysis allows him/her to hypothesise the meaning o f a 
certain word in the stream. And it is the meaning o f the word which leads the child into 
the syntax o f that particular word. Semantics bootstraps the child into syntax. On 
syntactic bootstrapping assumptions, the child analyses the incoming stream of words 
first, and this analysis allows him/her to infer the meaning of a word. In this case, syntax 
bootstraps the child into semantics.

Experimental evidence has shown both the relevance o f syntactic cues in the 
process of lexical acquisition and that the acquisition of certain lexical items is possible 
in the absence o f overt syntactic cues. What no experiment has denied is that children are 
able to exploit syntax-semantics mappings. This suggests that these mappings may be the 
ones which constrain children’s word meanings even prior to the acquisition o f syntax. 
This does not lead us directly to the conclusion that early grammars are semantic. What 
it suggests, however, is that there may be a stage during which children rely on syntax- 
semantics mappings. We have seen that during the two-word stage, children often use 
only or mainly lexical items but the way in which these items are projected suggests that 
they have knowledge o f the thematic properties of these items and that they know how to 
‘project’ them. One can detect certain regularities in the range of semantic relationships 
expressed at this age. Knowledge o f thematic roles may be extremely important:

Thematic roles play a central role in language comprehension. We 
suggest that thematic roles provide a mechanism whereby the parser can make 
early semantic commitments, yet quickly recover from  the inevitable
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misassignments that occur as a consequence o f these early commitments. 
Further, we suggest that thematic roles provide a mechanism for interaction 
among the syntactic processor, the discourse model, and real world knowledge, 
and that thematic roles help create coherence in local structure. (Carlson and 
Tanenhaus 1988:263-264)

On the other hand, syntactic cues are extremely reliable. An extra-linguistic 
situation can be conceived in various ways, but a syntactic cue is clear: if a noun is 
preceded by a quantifier, it has to be a countable noun, if a verb is used in the Progressive, 
it has to denote an action a.s.o. It has also been shown that observable properties of 
sentences, such as the number and order of familiar nouns, can be interpreted as 
analogically representing aspects of their meanings (Fisher 1995) It may be the case that 
‘the child’s sensitivity to linguistic information actually supports a semantic theory; it does 
not refute it’ (Bloom 1994:312). In which case, the hypothesis that syntax-semantics 
mappings guide word learning gains support.

5.4.2 A reconciliation model

Grimshaw (1994) proposes what she calls a reconciliation model, within which 
the semantics-to-syntax mapping principles play the part of a predictive mechanism and 
the syntactic frames that of a checking mechanism. The acquisition steps assumed by her 
reconciliation model are the following ones:

A recon
ciliation 
model: the 
semantics-to- 
syntax 
mappings 
provide the 
predictive 
mechanism; 
the syntactic 
frames provide 
the checking 
mechanism.

(i) The learner interprets a scene or situation, hears a sentence and detects the verb.
(ii) The learner finds a relationship R among participants in the situation 

(entities, propositions etc.) that is sensible given the interpretation o f the 
observed situation.

(iii) The learner checks that R involves participants consistent with the content 
o f the (candidate argument) expressions in the sentence, and rejects an R 
that does not meet this requirement.

(iv) The learner constructs a lexical conceptual structure which is consistent with 
R, and assigns candidate argument expressions in the sentence to argument 
positions in the lexical conceptual structure.

(v) This lexical conceptual structure is fed  through the semantics-to-syntax 
mappingprinciples ofUG in their languageparticular instantiation.

(vi) The s-s truc ture predicted by step 5 is compared to the observed s-structure.
(vii) Ifthey do not match then no learning takes place.
(viii) I f  they do match then the morpheme is entered into the lexicon with the 

hypothesized lexical conceptual structure. (Grimshaw 1994: 423).

On such a reconciliation model it is semantics that predicts syntax. Syntax has 
the role of eliminating the wrong semantic candidates. Semantics leads the child into the 
semantic content of words. Syntax can only constrain analyses of the semantic structure 
of a word. For example, it can provide the clue that a certain verb is a change-of-state 
verb, but it cannot provide information with respect to what kind of change of state it 
denotes. Syntactic information is also assumed to provide enough structural information 
to allow the child to infer the meaning of a verb for example, without ever having 
witnessed a situation that exemplifies the one described by the verb. The implication is 
that the linguistic input is crucial for the learning of word meanings. Language provides 
‘information about word meaning which is orders of magnitude more informative than 
observation of the world can be’ and ‘by virtue of the grammatical principles that govem 
it [...] constrains the possible representations of words in ways that learners can exploit 
in word learning’ (Grimshaw 1994:428).
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5.4.3 A coalition model

We have seen that the acquisition of word meaning implies the existence of a 
multitude of cues available in the input, which suggests the possibility of an eclectic 
approach to language development. Hirsh-Pasek and Michnick Golinkoff (1996) propose 
such an eclectic model which they caii a coalition model of language comprehension. 
They start from comprehension which, according to them, plays a central role in the 
child’s construction of mental models. Also, children are able of more linguistic analysis 
than they reveal in production. The core assumption is that young children use a coalition 
of cues available in the input in order to cope with language: prosody, semantics, lexical 
Information morphology, social context, environment, semantics and syntax. Throughout 
development, children are able to analyse input in multiple ways and they weigh the cues 
differently so that, at various stages, they rely mainly on one of them.

During the first stage (0-9 months) language is processed mainly acoustically. 
Acoustic packaging is taken as a precursor to linguistic mapping. Children rely on acoustic 
units in their attempt at segmenting and fusing non-linguistic events. They link acoustics 
and events. At this stage the child shows a bias for focusing on prosodic Information.

During the next stage (9-24 months) children begin to analyse the acoustic units 
and to map them onto their representations of objects and events. They begin to 
understand the relationship between sound and meaning, the meaning of certain words, 
they gradually assign words to their class. They actually begin to map acoustic units onto 
linguistic units. At this stage, they show a bias for the semantic system.

The third stage (24-36 months) is the time of complex syntactic analysis. 
Children become aware of interclausal relationships, they can understand passive 
sentences and binding relations. They can now rely on syntactic information.

What the coalition model actually proposes is that the cues are available in the 
input all the time. It is only that the child has a bias for focusing on one particular type of 
cue during the different phases of linguistic development: prosody during the first stage, 
semantics during the second and syntax during the third:

Children use a 
coalition of 
cues available 
in the input, 
which they 
attend to 
differently 
during the 
developmental 
phases.

PHASE 1

6. Overextension of word meaning

6.J The question

Once the child has associated the labei with a certain meaning, a new task is 
awaiting: he/she has to extend the labei to other similar objects, actions or properties.
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Children 
frequently 
overextend 
familiar labels 
to 
inappropriate 
referents.

How does the child know that the term ‘cat’, for example, a labei for the fiirry white 
pet, is an appropriate labei for any other cat but not for a dog or a tiger? Although lexical 
items in early vocabularies are often used with their convențional use, there are also 
frequent cases of words which are used in a non-adult way, i.e. their meaning is not the 
convențional one. More often than not, these differences are the result o f overextension. 
Children ascribe a more general meaning to a particular word than adults. The word ‘cat’ 
may be extended to other four-legged animals, or the word ‘moon’ to any other round 
object. How can one account for the differences between the child and the adult word 
meaning? What causes overextension o f word meaning?

Different answers have been proposed relying, each, on a different theoretical 
background. In what follows, two possible answers will be briefly presented: the answer 
provided from the perspective o f the semantic feature approach to word meaning and the 
one relying on the prototype theory.

6.2 A semantic feature account

Children 
overextend 
terms because 
they have 
abstracted only 
a subset of the 
features that 
defme the 
term.

The componential or feature analysis o f word meaning has at its core the idea 
that there exists a set of semantic primitives which the human mind can use in order to 
analyse word* meaning. For example, the meaning o f the word ‘cat’ can be partially 
represented by the following features:

(18) cat

+ ANIMAL 
O  FELINE 
[ -  JUVENILE

Clark (1973) relies on such a componential analysis o f word meaning in order to 
provide a possible developmental story according to which early word meaning may be 
underspecified. On her account, children (aged 1-2; 6 years) would overextend a term 
when they have abstracted only a subset o f the features that make up its definition, i.e. 
when they have parțial knowledge o f the meaning o f the word being used. Overextension 
would be, according to Clark’s proposal, due to a matter o f competence.

6.3 A prototype theory account

Rosch (1973,1975) proposes a different approach to word meaning. On this view:

Children over
extend terms 
because they 
pay more atten- 
tion to different 
allributes than 
adults do.

(i) membership in a natural category is determined by a set of features, 
strongly associated, which can be more or less criterial, i.e. more or less 
members o f the category can display them;

(ii) the member of the category which displays the largest number of criterial 
features is the prototype of the category;

(iii) gradation o f membership is allowed along a continuum: some members 
are more central, they display more criterial features, other members are 
marginal, displaying a small number o f relevant features.

Within such an approach to word meaning, overextension implies an 
underlying representation of the prototype and the ability to abstract the core features 
o f this prototypical exemplar. It may be that the child pays more attention to different 
attributes from adults.
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6.4 A performance account

The two answers briefly sketched above assume that overextension errors are 
competence errors. If this were the case, one would expect such errors to occur both in 
comprehension and in performance. However, it has been shown that children may 
extend in production but they do not do so in comprehension (Fremgen and Fay 1980). 
An experiment which tested 16 English-speaking children’s (aged l;2-2;2) overex
tension errors in production and comprehension showed that the same group of children 
overextended a total of 27 words in production but, on comprehension trials for the 
words overextended in production, each child indicated the appropriate exemplar.

The results of the experiment suggest that overextensions arise from constraints 
on linguistic performance. Overextension errors may be caused by difficulty in retrieving 
the correct word (when the child already knows the word for the inappropriate exemplar) 
or by ‘a lack of vocabulary with the concomitant performance strategy of substituting a 
word which the child feels is similar enough in meaning to what he wants to express’ 
(Fremgen and Fay 1980:210-211).

Children 
never overex- 
tend in com
prehension.

SUMMARY

Children acquire words at a tremendous speed in spițe of the difficulty of the 
task. How do they manage to do that, given that relying on mere observation of the extra- 
linguistic context is not enough? Various hypotheses have been presented:

• they may be limited in their hypotheses by some (innate) constraints
• they may be helped by some constraints which are not language specific
• they may be helped by the linguistic input which they receive
• cognitive abilities, memory, attention spân and socialising skills may also 

help the child in the domain of vocabulary acquisition
• they are able to exploit syntax-semantics mappings or semantics-to-syntax 

mappings
•  they make use of all the cues (prosody, semantics, syntax, extra-linguistic 

context) available, using them differently at different developmental stages.

Children’s early use of certain words may differ from the convențional 
one. The most frequent type of error is that of overextension. The possible causes 
of this type of error are:

• a limited vocabulary
• retrieval difficulty
• underspecification of semantic features
• different, non-adult-like importance attached to certain attributes

Acquisition of vocabulary has been shown to be related to both domain-specific 
and domain-general learning mechanisms.

It has been proposed that the nature of the input plays a more important part in 
the process of lexical development than it does in the case of syntactic development.

Further reading

General: Bloom (2000) offers a general discussion on the acquisition of word 
meaning, viewed as a process which implies cognitive abilities used for other purposes. 
And you can always go back to Pinker (1989, 1994).
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Focussed: If you want to find out more about children’s creativity in the domain 
or novei word creation, Clark (1993) is a good choice. It deals with lexical acquisition in 
a large variety of languages, with a focus on how children use general principles in the 
analysis and creation of complex word-forms. If you are interested in details of the 
semantic /syntactic bootstrapping hypotheses, you should then go to Pinker (1989) as 
well as to the papers mentioned in section 5 of this chapter. Very early lexical acquisition 
is discussed in Chapters 4 and 5 in Boysson-Bardies (1996, English translation 1999). 
For insights into the learning of the lexicon in L2 acquisition and a comparison of LI and 
L2 acquisition of word meaning, try Juffs (1996).

Textbooks: In Goodluck (1990) you can find a brief presentation of the 
semantic bootstrapping and the syntactic bootstrapping hypotheses in Chapter 4 - 
The Acquisition o f Syntax.

https://biblioteca-digitala.ro / https://unibuc.ro



5.2

THE ACQUISITION OF TENSE AND ASPECT

1. INTRODUCTION ........................................................................................................................................................... 225
2 . O N TENSE AND ASPECT: A POSSIBLE FRAMEWORK .............................................................................. 227
3. ASPECT BEFORE TENSE? .............................................................................................................................  230

3.1 THEQUESTIONS..................................................................................................................................... 230
3 .2  EARLY ASPECT MORPHEMES CAN PROVIDE TENSE INFORMATION ...................................... 231
3.3 LEXICAL ASPECT BEFORE GRAMMATICAL ASPECT? ...............................................................  232
3 .4  . EARLY TENSE MORPHEMES USED TO MARK ASPECTUAL INFORMATION .....................  234

3.4.1 THE ASPECT-BEFORE-TENSE HYPOTHESIS ....................................................................  234
3 .4 .2  CROSS-LINGUISTIC DATA ..................................................................................................  235
3.4 .3  ACCOUNTS OF THE DEVELOPMENTAL SHIFT FROM TENSE-FOR-ASPECT TO 

THE ADULT TEMPORAL SYSTEM .......................................................................... 237
3.4.3.1  COGNITIVE DEVELOPMENTACCOUNTS .......................................................... 237
3 .4 .3 .2  ENVIRONMENTALLY DRIVEN ACCOUNTS.......................................................  237
3 .4 .3 .3  CONTINUITY ACCOUNTS .......................................................................................  239

3 .4 .3 .3 .1  A  PERFORMANCEEXPLANATION.................................................  239
3 .4 .3 .3 .2  A  SUBSET PRINCIPLE ACCOUNT ...................................................  239

4. EARLY TENSE SYSTEMS DO NOT LACK TENSE .......................................................................................... 240
4.1 THE DEFICIENT TENSE HYPOTHESIS................................................................................................ 240
4 .2  T w o  EARLY TEMPORAL SYSTEMS ..................................................................................................  241

4.2.1  THE CASE OF GERMAN............................................................................................................  241
4 .2 .2  THE CASE OF ENGLISH ............................................................................................................  241

SUMMARY .............................................................................................................................................................................  243
FURTHER READING ........................................................................................................................................................  244

https://biblioteca-digitala.ro / https://unibuc.ro



https://biblioteca-digitala.ro / https://unibuc.ro



5.2

THE ACQUISITION OF TENSE AND ASPECT

'My, my', the man mumbled. 'I know one thing for 
certain; it's much harder to teii whether you are lost than 
whether you were lost, for, on many occasions, where 
you 're going is exactly where you are. On the other hand, 
you often ftnd that where you ‘ve been is not at all where 
you should have gone, and, since it 's much more difficult 
to ftnd your way back from someplace you ‘ve never left, 1 
suggest you go there immediately and then decide.' 
(Norton Juster -  The Phantom Tollbooth)

KEY POINTS
In this chapter you will find out about:
• the relationship between tense and aspect morphology in acquisition
• the relationship between tense/aspect morphological markers and temporal- 

aspectual information in early Systems
• the role of event types in the acquisition of temporal-aspectual systems

1. Introduction

In previous chapters it was shown that there is an early stage during which children 
may optionally use the infinitive (in some languages, such as English, German, French or 
Dutch) or another non-fînite form (such as forms with the -i suffix in Greek, see 
Varlokosta, Vainikka and Rohrbacher 1996) in contexts which require the use of a finite 
(tensed) form. English speaking children produce non-tensed forms like the ones in (1):

(1) a. Him gone.
b. Baby do it.
c. Daddy coming. ( Radford 1990: 148)

Most of the accounts of the so-called opțional infinitive or root infinitive 
stage explain this optionality as deriving from the fact that the temporal system has 
not been fully acquired yet1.

1 For details, see Syntactic Development, section 4.2.

The child’s early clause structure is assumed to be truncaled (Rizzi 1994) in the 
sense that at this stage the full array of funcțional categories has not been yet projected. 
Specifically, Rizzi proposes that root infinitive clauses are truncated at the TP level and 
thus lack a Tense projection and any of the dominating funcțional projections:
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absent

Advocates o f the No-Functional Projection Hypothesis (Radford 1990 a.o.) put 
forth the idea that, at an early stage, the child’s grammar lacks any funcțional projections 
whatsoever, Tense included. Child clauses are thus assumed to have the status of a VP.

Lack o f knowledge o f Tense or some sort o f deficiency in the tense system has 
also been invoked by advocates o f the Strong Continuity Hypothesis. On such a view, 
Tense is ‘underspecified’. In Wexler (1994), for example, the child CP is assumed to 
be adult-like during the opțional infinitive stage. The child optionally uses non-finite 
forms in finite contexts simply because Tense has not matured yet.

Early speech 
lacks overt 
tense 
markers. has not matured yet

Hoekstra and Hyams (1996) argue that in root infinitives, the Tense chain (which 
comprises the Complementizer projection and the head of the Tense projection, with 
Tense being a pronominal variable bound by an operator in C), whose realisation 
depends on the specification o f intermediary funcțional projections, cannot be 
established because the intermediary funcțional position, Number, does not have a 
specifîed value. Hence, Tense will be interpreted by reference to context, i.e. to NOW:

(4) C P \

Number does not have a specifîed value

One way or another, the lack of the Tense projection or some deficiency (of 
knowledge) of Tense is invoked as a possible cause of this phenomenon. But does the 
absence of the funcțional projection Tense, i.e. the lack of overt tense markers, 
imply that temporal interpretation is also absent or deficient at this stage?

Boser et al. (1992) and Phillips (1995) propose that the absence o f overt marking 
should be analysed as merely the lack of the phonetic realisation of a specifîed feature. This 
might suggest that the lack of overt morphological markers does not automatically imply 
that temporal meaning is also absent. If it is the case that young children do have a 
temporal system, is it identica! to the adult’s or does it differ from it?

The examples in (1) show that non-tensed forms, i.e. forms with no overt tense 
marker, are not restricted to bare infinitives, they can have overt markers of Aspect. This
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might suggest that, in languages in which Aspect and Tense are not conflated, Aspect 
markers emerge earlier than Tense markers. At this stage, the child’s projection would 
then qualify as an Aspect Phrase (AspP):

(5) absent
Early speech 
which lacks 
overt Tense 
inflection 
may have 
overt 
aspectual 
markers.

These data raise at least two questions:

(i) does aspect morphology emerge earlier than tense morphology?
(ii) do early aspect morpbemes perform the same function as in adult’s 

grammar?

It was also said, in previous chapters, that the aspectual marker -ing  and the past 
tense morpheme -ed  are among the first morphemes that enter child English. It has been 
argued that their early use is associated to semantically well-defined aspectual classes of 
predicates (see, for example, Bloom et al. 1980, Shirai and Andersen 1995, Olsen and 
Weinberg 1999).Could we then reach the conclusion that Aspect (morphological and 
lexical) and Tense intermingle in early speech? And, if they do, what does the 
picture of this co-operation look like?

It has been also assumed in the literature, especially in those studies that follow 
Piaget‘s strong determinism position, according to which language acquisition and 
language use depend on prior acquisition of supportive cognitive structures, that the 
development of tense expressions in early speech depends on the child’s cognitive 
construction of the time dimension, i.e. children can talk about/understand time only 
after a certain stage in cognitive development:... a correct understanding o f the child’s 
first past tense forms and their gradual development cannot be obtained unless we place 
them in relation to their cognitiveprerequisites (Antinucci and Miller 1976:168).

One can then ask the question whether the meaning encoded in temporal 
forms is (strictly) based on the child’s construction of the cognitive dimension of 
time. If this is the case, then we should expect children’s early temporal system to be 
non-adult like in most (if not all) respects.

The present chapter will address the bolded questions stated above. But, before 
looking at the early temporal-aspectual system, a possible theoretical framework for 
Tense and Aspect will be briefly presented in the next section.

2. On tense and aspect: a possible analysis

The core theoretical assumption with respect to Tense and Aspect is that they 
cannot be treated separately. At the level of syntactic representation, they are two links 
along the same chain: the Tense chain. Following the proposal put forth .in Avram 
(1999), the Tense chain will be defined as consisting of a Tense operator (T-Op), the 
head of the Tense projection (TP) in the funcțional domain, and the head of the Aspect 
projection (AspP):

Tense and 
Aspect 
represent two 
links of the 
Tense chain.
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(6)

The temporal -  aspectual Information is provided by the morphological markers 
associated with the two funcțional projections TP and AspP.

Semantically, aspect is defined as the domain of the temporal structure of 
situations (events and States) and their presentation (Smith 1991), i.e. a non-deictic 
category concerned with the internai temporal constituency of the situation (Comrie 
1976). Whereas tense is deictic, placing a situation in time, aspect informs about the 
contour or the quality of the event or the state as seen by the speaker. Aspectual meaning 
is a composite of the Information provided by the so-called situation-type aspect and the 
one provided by the șo-called viewpoint aspect (Smith 1991). Situation-type aspect is 
determined by the inherent properties of situations: they can be durative, instantaneous, 
telic or atelic. Thiă Information is actually given by the lexical verb and its arguments, as 
well as by other complements present in the sentence. Let uș briefly analyse the 
following sentences:

(7) She ate a sandwich in ten minutes.
(8) She ate ice-cream the whole aflernoon.
(9) She ran in the park.
(10) She ran to the park.
(11) She knocked at the door.

Tense and 
aspect are 
related both 
notionally and 
formally and 
hence cannot 
be treated 
separately.

Sentences (7) and (8) differ with respect to their aspectual value, in spițe of the 
fact that they both contain the same lexical verb, eat. The direct object in (7), a countable 
noun, imposes a bounded, telic reading (i.e. the predicate denotes a situation with a 
natural endpoint). The direct object in (8), a mass term, imposes an atelic value. Sentence 
(9) describes a dynamic, durative, atelic event. Though in sentence (10) the same verb has 
been used, run, the situation described here is dynamic, durative but telic (because of the 
meaning of the preposition phrase to the park). Sentence (11) describes an instantaneous 
event given by the meaning of the lexical verb knock.

Viewpoint aspect is grammaticised, being signalled by grammatical inflections. 
For example, in English [be + -ing] has been analysed as a marker of imperfective 
viewpoint, signalling that only part of a situation is focused .

One can say that aspect represents an interaction of:
(i) the lexical meaning of the verb;
(ii) the arguments of the verb (object, subject);
(iii) grammatical inflection.

This suggests that aspectual meaning holds for sentences rather than for 
individual verbs or verb phrases.

In many languages, tenses have a specific viewpoint value. Duration, for 
example, appears to be a property of both the temporal and the aspectual systems. Also, 
the conceptual properties of a situation are visible if the situation is placed in time. 
Aspect and tense are related both notionally and formally2 and hence they cannot be

2 The interpretation of tense is a complex affair; particular tense forms can be construed in quite different 
ways, as determined by a complex interaction o f factors, including verbal aspectual class (stative vs. eventive), 
grammatical aspect (progressive vs punctual), verbal epistemologicul class (intensional vs. extensional), clause type 
(complement clause vs. relative clause, finite clause vs infinitive), and scope relations with other tenses (Stowell 
1994:1).
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treated separately (Johnson 1981, Bennett 1981, Smith 1991, Stowell 1994, Avram 1996, 
1999). This is why we shall adopt the view according to which the analysis o f the “flow” 
of an event should take into account three categories: tense, aspect and existențial status 
(Johnson 1981) which, following the classic analysis o f Reichenbach (1947), can be 
defmed as representing three possible combinations for the paired relations among 
Speech Time (ST), Reference Time (RT) and Event Time (ET).

Tense relates RT to ST:
(i) R Tprior to ST: past tense value
(12) In the last half-hour o f 1979, several o f her acquaintances attempted to 

prophesy for the next decade.

(ii) ST  prior to R T fu tu re  tense value
(13) They wi 11 study syntax next year.

(iii) RTsimultaneous with ST: present tense value
(14) Herds o f people are milling around these intersections, waiting for the 

lights to change.

Aspect relates ET to RT:
(i)
(15)

E Tprior to RT:perfective
a. They have reached an understanding with respect to bills.
b. She has never known what he thinks o f Liz.

(ii)
(16)

E T  including RT: imperfective
a. None o f us, thought Jane, is wearing a dress made in France.
b. Esther was standing stranded on the black and white marble tiles.

(iii)
(17)

RTprior to ET: imperfective
Tomorrow you will teii me you have changed your mind.

Existențial status relates ET to ST:
(i) E Tprior to ST: historical status
(18) He had had a succession of god hands and won the kitty twice.

(ii) ST  prior to ET: non-historical status
(19) Her nephew is getting married next month.

(iii) ST=  ET: semi-historical status
(20) They are considering going there themselves.

Let us see how these work in the analysis o f a particular sentence:

(21) John had talked to Mary before the party. 
ST= now
RT prior to ST ( -ed): past tense value
ET prior to RT ( before the party, had): perfective value
ET prior to ST: the situation has the status of a historical event.

The analysis of the early temporal-aspectual system will have at its core the 
assumption that tense and aspect cannot be treated separately because they both deal with the 
temporal structure of situations and their functions are complementary: tense places the event 
in time, taking an externai viewpoint, while aspect presents the internai structure o f the event, 
taking an internai viewpoint. The temporal-aspectual system comprises tense, morphological 
aspect, situation-type aspect and viewpoint aspect. A second important assumption is that 
temporal-aspectual meaning holds of whole sentences, and not only of verbs.

Going back to the Tense chain given in (5), we can conclude that TP is 
associated with tense markers which indicate the relationship between RT and ST

The 
temporal- 
aspectual 
system 
comprises 
tense, lexical 
aspect and 
morpho
logical 
aspect.
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Temporal- 
aspectual 
meaning 
holds of 
whole 
sentences.

whereas AspP is associated with aspectual markers which indicate the relation between 
ET and RT. The existențial status is given along the chain, as a composite of the 
information provided by the two links, TP and AspP: •

If one adopts such a framework, then the task of the child can be assumed to be 
that of discovering the lexical aspectual value of VPs, the markers of tense and aspect in 
the target language and of mapping them onto their semantics. Given the fact that tense 
and aspect represent links along the same chain, sharing functiohs with respect to 
temporal information, one could expect tense and aspect to intermingle from the onset of 
acquisition.

3. Aspect before Tense?

3.1 The questions

Root 
infinitives can 
receive 
present/past/ 
fu ture 
interpretation 
in spițe of the 
lack of overt 
Tense 
inflection.

Recent analyses of root infinitives in early child speech have looked at the 
relationship between tense and aspect in the child’s temporal-aspectual system, in 
particular at the way in which Aspect markers could provide temporal information. One 
of the puzzling aspects of root infinitive structures is that in spițe of the absence of 
overt Tense markers, they can receive a present, past or future temporal 
interpretation3. This suggests that the absence of morphological markers for Tense does 
not necessarily point to lack of temporal meaning. But how is this meaning provided?

3 The results and the conclusions of the studies that addressed the issue of the temporal 
interpretation of root infinitives are, however, non-uniform across languages and, sometimes, in the case of 
one and the same language. For early Dutch it has been suggested that root infinitives refer mainly to future 
States of affairs (Hockstra and Jordens 1994) but also that they can have past, present and future meanings 
(Behrens 1993). For child German, Ingram and Thompson (1996) argue that the meaning of root infinitives 
is modal: they would correspond to a sentence which lacks the modal auxiliary.

Data from child Russian support the hypothesis that the temporal interpretation 
of root infinitives is expressed through the aspectual system (Brun, Avrutin and 
Babyonyshev 1999). In this case, Aspect markers are used to provide Tense information. 
Morphological markers of Aspect emerge, then, before Tense markers, but temporal 
interpretation is available.

Such an assumption is in line with structure building accounts of linguistic 
development. The Aspect projection is lower in the structure, i.e. closer to the lexical 
domain, than the Tense projection, and hence we expect Aspect to enter the phrase marker 
earlier than Tense does:

(23)
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It is also in line with the theoretical framework of tense and aspect adopted in 
this chapter. Aspect represents, somehow, the border between the lexical and the 
funcțional domains of the temporal-aspectual chain, and we can expect early speech to 
start ‘lexical’.

This leads us to another question. Since the term ‘aspect’ covers both 
morphological aspect (or viewpoint aspect, Smith 1991) and lexical aspect (Aktionsart or 
situation-type aspect, Smith 1991), and since some building accounts of linguistic 
development assume the existence of a lexical stage at the onset of acquisition, could we 
hypothesise that lexical aspect is acquired before morphological aspect and aspect in 
general before tense? If this were the case, would it be possible that lexical aspect can be 
used as a guide to tense interpretation or /and to morphological aspect?

Two questions have been raised:

(i) do children acquire the aspectual system before the tense system of the 
target language?

(ii) what part does (lexical and grammatical) aspect play in early temporal
. meaning?

Let us see what answers are available in the literature.

3.2 Early aspect morphemes can provide tense Information

In Russian, root infinitives can have" present (24), past (25) and future (26) tense
interpretation:

In child
(24) kupat ’ sya Russian, in

to-bath-imp the absence
‘(He)is bathing.’ of tense

(25) odet' inflection,
to put on perf aspectual
‘(He) has put (the pants) on.‘ markers may

(26) pozdravlyat ’ babucku refer to

to-congratulate-imp grandma location
‘(I will/want) to congratulate grandma. ( Brun et al. 1999: 123-124)

During the opțional infinitive stage, Russian children have acquired knowledge 
of the aspectual system: they use the morphological markers for perfective and 
imperfective aspect correctly. The analysis of the corpus provided by transcripts of the 
spontaneous speech of four Russian monolingual children (aged l;5-2;5) points to the 
existence of a strong relationship between the temporal interpretation of root infinitive 
structures and the type of morphological aspectual marker used in that particular 
structure. Russian children tend to overwhelmingly use verbs with a perfective marker 
when they refer to events in the past, and verbs with an imperfective marker when they 
refer to present situations. In the case of future constructions, there is no correlation 
between temporal interpretation and morphological markers of Aspect. The data in 
Table 1 (Brun et al. 1999:128) present the correlation between the aspectual system and 
temporal interpretation in the analysed transcripts:

Correlation between the aspectual system and temporal interpretation
Table 1

Interpretation Root infinitives Finite Verbs '
Perfective Imperfective Perfective Imperfective

Past 94.6% 5.4% 68.2% 31.8%
Present 1.7% 98.3% 0% 100%
Future 53% 47% 58.2% 41.8%
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Markers of 
aspect emerge 
earlier than 
markers of 
tense in 
languages in 
which tense 
and aspect 
have different 
morphological 
representation.

In child Dulch 
the aspectual 
class the 
predicate 
belongs to 
delermines 
the temporal 
inlerprelalion 
of root 
infinitives.

The table also points to an asymmetry between the use o f aspect in infînitival 
structures and in finite sentences, which suggests that children use the aspectual system 
in root infinitives to give tense information.

Such data can lead to the conclusion that markers o f Aspect emerge earlier than 
markers o f Tense in those languages in which Aspect and Tense have different 
morphological representation. Aspectual distinction is closely related to the temporal 
interpretation o f the non-tensed forms produced at this early stage.

3.3 Lexical aspect before grammatical aspect?

Children (cross-linguistically) seem to have an early sensitivity to the structure of 
events as expressed by various classes of predicates. Aț first sight, this might suggest that 
they start off with a predetermined set of universal contrasts such as state vs. process, 
punctual vs. non-punctual (Bickerton 1981, 1984). This idea is put forth in the so-called 
language bioprogram hypothesis, according to which semantic distinctions such as state 
vs. process or punctual vs. non-punctual are assumed to be biologically programmed, they 
are innate. The child will accordingly mark verbs denoting States and verbs denoting 
processes differently ffom the very onset of acquisition. A weaker variant o f this hypothesis 
is the so-called basic child grammar hypothesis, according to which children are endowed 
with a pre-structured ‘semantic space’, which contains a set o f universal prelinguistic 
semantic notions, such as the contrast process vs. result (Slobin 1985). At the beginning, 
children tend to use morphological markers for the past tense or perfective aspective 
markers to refer only to telic situations, i.e. to situations with a clear result.

Both hypotheses try to account for the acquisition o f the temporal-aspectual 
system by appealing to innate/prelinguistic semantic notions, and they both claim that 
children restrict the use of certain morphological markers to a subset o f predicates for 
which they are usually used in the adult system, though the latter does not display this 
restriction. However, there are cross-linguistic differences with respect to how these 
features are marked linguistically. In Turkish and Greek, for example, one can notice a 
strong inter-relationship between tense and aspect, on the one hand, and modality on the 
other (Stephany 1986, Aksu-Koț 1988, 1998). In Russian or Polish, Aktionsart/situation- 
type aspect is morphologically marked. Such empirical data show that lexical aspect 
contrasts are differently packaged in different languages. I f  this is the case, then, can one 
assume the existence of some universal prelinguistic temporal-aspectual semantic 
distinctions? Which is the relevance of lexical aspect for the acquisition o f grammatical 
aspect and tense?

Evidence in favour of the early existence of lexical aspect in child language 
comes from Dutch root infinitives (which admit mainly event-denoting predicates 
Jordens 1991, Wijnen 1998), English (Olsen and Weinberg 1999) and Chinese (Li and 
Bowerman 1998).

In child Dutch, event-denoting predicates occur both in finite and non-finite 
sentences while States are restricted to finite contexts. In the corpus analysed by Wijnen 
(1998) (four Dutch speaking children, all under 3) over 93% of the temporally 
interpretable root infinitives contain an eventive verb. The temporal interpretation the 
most frequently assigned is that of future, but present and past interpretations are also 
available. This clearly suggests that the temporal reference o f Dutch root infinitives 
depends on the semantic nature of the predicate. The funcțional projection Tense is 
absent and, consequently, the temporal interpretation has to rely on context. When non- 
eventive verbs are used in infinitivals (much more rarely than eventives), their 
interpretation is mainly future. Non-eventive verbs are better represented in the finite 
sentences available in the corpus and their temporal interpretation is, more often than 
not, present. However, past and future time reference is also present. Eventive and non-
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eventive verbs are equally represented. The experimental data reported in Wijnen (1998) 
point to a certain distribution pattern: in finite sentences, eventive verbs are more often 
used with a ‘present’ interpretation than non-eventive ones. In root infinitives, non- 
eventive verbs are more often used with a future meaning than eventive verbs. The 
existence of such patterns leads to the conclusion that it may be the case that the 
event/non-event contrast is available from the onset of acquisition, and that it may play a 
part in the temporal interpretation of Dutch children’s root infinitivals.

Experimental data of child Mandarin Chinese provide further support in favour 
of the view that lexical aspect is present at an early stage, revealing children’s sensitivity 
to the association between lexical classes of verbs and morphological markers of aspect 
(Li and Bowerman 1998). Children’s comprehension and production of lexical and 
grammatical aspect was examined in three experiments: (i) a comprehension test that 
measured children’s understanding of morphological aspect markers when combined 
with verbs belonging to different aspectual classes; (ii) a production test, which 
investigated children’s use of morphological markers of aspect with verbs belonging to 
different semantic classes, and (iii) an elicited imitation task, that tested children’s 
sensitivity to two specific combinations of ‘aspect marker + verb’, which do not exist in 
the adult system4. The results obtained in the three experiments provide evidence that 
Mandarin Chinese-speaking children (aged approx. 3 to 6 years) are sensitive to the 
association between atelic predicates and imperfective morphological markers (zai, -zhe, 
-ne) on the one hand, and to the association between telic predicates and the perfective 
aspect marker (le), on the other. Children’s early speech shows that the contrast process 
vs. result is important at an early stage, in accordance with Slobin’s basic child grammar 
hypothesis. However, no results confirmed the predictions of the language bioprogram 
hypothesis since children did not seem to be sensitive to the contrast punctual vs. non- 
punctual. Li & Bowerman account for the early sensitivity to the process vs. result 
contrast in terms of input: children analyse the distribution of the aspect markers in the 
input which they receive:

4 (i) Progressive marker zai with achievements (i e with telic verbs which do not involve duration or 
causation, such as the English find, recognize, spot, notice) and (ii) the Progressive marker zai with stative 
verbs (such as the English know, believe, Iove, hate).

5 Olsen and Weinberg (1999) treat the -ed morpheme as a marker of perfectivity.

[... ] we believe that it is possible to account for children ’s early 
sensitivity to the process result distinction by appealing to leaners' analysis o f 
the distribution o f aspect markers in the speech they hear, perhaps as 
operationalized through connectionistprinciples (Li & Bowerman 1998:339).

They invoke studies of early English and early Greek, which provide 
empirical data that this pattern of association reflects patterns present in the input. 
Actually, similar claims are made in Shirai & Andersen (1995) for early Japanese 
and in Aksu-Koț (1998) for child Turkish.

Olsen and Weinberg (1999) examined four CHILDES file sets representing 8 
monolingual English speaking children. The longitudinal corpora of child English 
provide further evidence that children are sensitive to certain associations between 
lexical and grammatical aspect. Telic verbs correlate with the -ed morpheme5 during all 
stages of linguistic development, whereas the number of atelic verbs which occur with 
the same morpheme increases in time. The imperfective marker -ing occurs mainly with 
[+dynamic] and [+ durative] verbs during the early stages. Similar results are reported in 
Fantuzzi (1996), where the Eve files (Brown 1973, CHILDES) are examined (see 4.2.2).

Longitudinal observation of Japanese children (Cziko and Koda 1987, 
Rispoli 1990, Shirai 1998) also point to the fact that children have knowledge of the 
standard associations between lexical and grammatical aspect (before they acquire

Mandarin 
Chinese, 
Japanese and 
English 
speaking 
children are 
sensitive to 
associations 
between 
classes of 
predicares 
and morpho
logical 
markers of 
aspect.
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The 
acquisition of 
aspect may 
rely on an 
increasing 
competence in 
lexical 
differentiation 
of the 
semantic 
classes of 
predicates.

tense). Japanese children tend to restrict the use o f  some m orphological markers of 
tense/aspect to specific aspectual classes o f verbs.

In early Brazilian Portuguese the earliest occurrences o f the perfective tense forms 
are with accomplishments and achievements. The imperfect is used later and its first 
occurrences are with state and activity verbs, i.e. with non-telic ones (De Lemos 1981).

The facts discussed so far suggest that some Aktionsart distinction(s) 
(eventive/non-eventive or process/result ) is/are present from the onset o f acquisition, 
and that it seems that young children are sensitive to the link between lexical aspectual 
distinctions and morphological aspect, as well as to the link between aspectual contrasts 
and the temporal interpretation of non-tensed forms.

It is, however, important that this conclusion should not be misunderstood. 
Firstly, it is not at all clear that the same aspectual distinctions are operative cross- 
linguistically, i.e. it is not clear that they are universal conceptual primitives. Analyses 
of corpora o f child French do not support W ijnen’s (1998) assumption. Secondly, one 
should not reach the conclusion that lexical aspect is necessarily responsible for 
tense/aspect interpretation during the early stages o f acquisition. Investigations of 
English-speaking children’s comprehension of tense semantics suggest that early 
comprehension of tense does not depend on lexical aspect information (Wagner 1999).

One more question which W ijnen’s assumption raises regards the more general 
problem of whether the acquisition of tense/aspect may rely on some innate primitive 
categories.

Experimental data of child Russian seem to lead to the conclusion that the 
acquisition of aspect is not based on innate primitive categories: ... aspect acquisition 
relies on an increasing competence in lexical differentiation o f  Aktionsarten rather than 
on a direct linking o f  conceptual primitives with morphological markers (Stoll 1998: 
352); it is learned. Stoll argues that even if one assumed that some lexical aspectual 
features such as telicity may play a primitive role in linguistic development, they may be 
derived from pragmatic competence and hence need not be postulated as innate.

We can tentatively conclude that morphological aspectual markers emerge 
earlier than tense markers and that children have an early sensitivity to certain event 
characteristics. The temporal interpretation of early VP or AspP utterances is mainly 
contextual (it is closely related to the HERE and the NOW) and, in some cases, it may be 
guided by aspectual markers or by certain salient contrasts such as eventive vs. non- 
eventive, telic vs. atelic. Temporal interpretation seems to be interwoven, at this stage, 
with lexical aspect, i.e. with the aspectual class the predicate belongs to, and, in 
languages which have morphological markers for aspect, with these markers as well. 
Children are sensitive to certain associations between morphological markers o f aspect 
and lexical aspectual classes.

3.4. Early tense morphemes used to mark aspectual information

The Aspect- 
before-Tense 
Hypothesis: 
early Tense 
markers are 
used lo refer to 
aspectual 
distinctions 
and not lo 
temporal 
localion.

3.4.1 The aspect-before-tense hypothesis

Child language corpora from a variety of typologically different languages (Italian, 
English, Turkish, Japanese, German, Portuguese, Hebrew) also reveal the existence of a 
cross-linguistic distribution pattern of Tense morphemes: particular Tense morphemes tend 
to be used only with certain aspectual classes of predicates in a way which does not parallel 
the adult pattern. Children’s early use of Tense morphology seems to be non-adult like, 
assuming a certain connection between Tense morphology and the semantics of events. 
This led to the so-called Aspect-before-Tense Hypothesis which assumes that, before 
indicating deictic tense notions, Tense markers seem to be used to refer to aspectual 
distinctions such as stative/non-stative, perfective/imperfective (Bronckart and Sinclair

234
https://biblioteca-digitala.ro / https://unibuc.ro



1973, Antinucci and Miller 1976, Aksu-Ko? 1988). In the previous seetion, evidence that 
lexical aspect can be responsible for temporal interpretation in the absence o f tense 
morphological markers was discussed. In this seetion, we are going to discuss evidence that 
early tense markers are associated with certain aspectual distinctions.

3.4.2 Cross-linguistic data

This latter hypothesis is supported by cross-linguistic empirical data o f child 
language, which reveal a strong tendency o f restricting the use o f (some) past tense 
markers with telic predicates (i.e. predicates which denote an event that implies an 
inherent end-point, an event which is bounded, such as repair, draw a horse, melt, kill) 
and the use of present tense markers with atelic predicates (i.e. predicates which denote 
events that lack an inherent end-point such as walk, dance, sleep). During early stages, 
tense morphemes seem to be used to mark aspectual Information.

Analyses o f child English corpora have revealed that, when English-speaking 
children begin to mark verbs morphologically, they tend to use the -ed  past tense 
morpheme6 only with telic verbs (achievements and accomplishments) (Bloom, Lifter 
and Tanouye 1977) and the present tense -s with durative verbs (Bloom et al. 1977). 
Also, the Progressive marker -in g  is firstly used to refer to present non-stative events or 
to achievements used iteratively (Shirai and Andersen 1995).

6 However, see Brown’s (1973) analysis of children’s early use of tense markers in English: the 
American child’s use o f the past inflection, though it is in principie applicable to past times o f whatever 
remoteness, is in fact used by him at first exclusively for the immediate past (259). Past tense morphemes are 
thus taken to mark immediate past tense, not aspect.

One can notice a similar pattern in child Italian. According to Antinucci and 
Miller (1976), one o f the first distinctions which Italian children can make is that 
between stative and non-stative situations. At an early stage, they mark the past 
participle of transitive verbs for agreement with the object, an agreement pattern which is 
ungrammatical in adult Italian:

( 28) *La signora ha chiusa la porta. Cf. La signora ha chiuso la porta.
The woman has closed-fem.sg. the door (fem.sg.)/ the woman has closed 
the door
‘The woman closed the door.’

Such data are taken as strong evidence that the children focus on the result o f the 
action denoted by the verb, using the past participle to describe the end-result. The past 
tense is taken as having more of an aspectual than o f a temporal value: the present state 
of the object is used in reference to a past telic action:

... the meaning o f  the ch ild ’sp a s t tense is at th ispoint rather limited. He 
is able to encode a past event, but only i f  it results in a present state. [..] we 
could say that the past “tense” has more o f  an aspectual than a temporal value 
(Antinucci and Miller 1976:183).

When the child begins to use the imperfetto he/she uses it mainly in inventive story 
telling (use which has also been observed in child Brazilian Portuguese, de Lemos 1981, 
and in child Greek, Stephany 1986) to denote events in a pretend world. Thus, Italian 
children seem to use Tense marking to distinguish between real and pretend world. It is 
only later that they begin to use the imperfetto to refer to past atelic situations.

Data from child Turkish (between the age of 21-30 months) provide further 
evidence in favour of the existence of a cross-linguistic tendency in early child language 
to use Tense inflections to express aspect (Aksu-Koț 1988). The progressive marker 
-lyor tends to be used with activities at an early stage, indicating a present .‘ongoing’

Empirical 
data show 
that in early 
speech past 
tense 
markers tend 
to occur with 
telic verbs 
and present 
tense 
markers with 
atelic verbs.
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morphology 
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temporal 
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event, i.e. aspect. Though in adult Turkish it can combine with both present and past, it is 
not used in past contexts in child language. The past tense marker -dl, which focuses 
equally on the process and its completion, and which encodes the informațional 
perspective of a direct experiencer (i.e. it encodes the past of direct evidence), is mainly 
used with telic change of state verbs. Another past tense marker, -mlș, which has a 
perfective meaning, implying that a resultant state has to come into being, and which 
encodes the informațional perspective of an indirect experiencer (i.e. it encodes both 
perfectivity and inferential past), is acquired later than -dl. Its first occurrences show that 
it is mainly used to refer to existing States.

French-speaking children (aged 2;11-8;7) tend to use the present with inherently 
durative actions and the passe compose (a compound form of past tense) with 
achievements and accomplishments (Bronckart and Sinclair 1973). The imparfait (a past 
tense form usually associated with incompleteness) is seldom used during the early 
stages, its development being slower than that of the passe compose.

In child Japanese the present Progressive forms are restricted to pure process verbs 
(i.e. verbs which are non-stative both semantically and syntactically) (Cziko and Koda 
1987) and the past tense marker -ta is predominantly used with achievements (Shirai 1998).

Armon-Lotem (1996, 1998) shows that in Hebrew, a language which lacks 
syntactic aspect, during the first phase of early verb usage, unaccusative verbs denoting 
a complete action are used with past tense morphology (29), while the present tense 
markers occur with verbs denoting activities ( 30), i.e. atelic situations:

(29) nafal ‘fell’, nishbar ‘broke’, nigmar ‘finished’
(30) oxel ‘eating’, boxe ‘crying’

(Armon-Lotem 1998:29)

Can we, on the basis of the empirical facts presented above, reach the conclusion 
that early child language resorts, cross-linguistically, to tense markers to encode lexical 
aspectual Information?

Advocates of the so-called Aspect-before-Tense Hypothesis (Bronckart and 
Sinclair 1973, Antinucci and Miller 1976, Aksu-Koț 1988, Shirai and Andersen 1995) 
assume that there is indeed an early stage during which children use Tense markers to 
encode aspectual meaning. However, one should note that there are two possible 
interpretations of the hypothesis. In its strong version, children are not marking tense 
Information at all (Antinuci and Miller 1986, Bronckart and Sinclair 1983). The early 
temporal system would thus be defective, it would lack the concept of temporal location 
and differ from the adult norm. In its weak interpretation (called by Shirai and Andersen 
1995 The Aspect Hypothesis), it only States that past tense morphemes occur 
predominantly with telic verbs and that lexical aspect ‘guides’ the child’s application of 
tense morphology (see also Olsen and Weinberg 1999). Nothing is said about the 
lack/the presence of a deictic system.

Some linguists explicitly adopt the view that the child learns aspect and tense 
together (Bloom, Lifter and Hafitz 1980, Harner 1981, Rispoli and Bloom 1985) but that 
aspect can influence the acquisition of tense marking:

This claim does not require that children ’s use o f aspect marking 
becomes fully developed before they learn tense distinctions, or even separate 
and sequential development o f the two. Both Systems develop together, but aspect 
is an early determining factor ( Bloom and Harner 1989: 211).

But, for any of the above variants, one still has to account for the developmental 
shift from this aspect-for-tense stage to the adult system. How does the child get rid of 
this tense-for-aspect grammar?
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3.4.3 Accounts of the developmental shift from tense-for-aspect to the adult 
temporal system

3.4.3.1 Cognitive development accounts

It has been suggested that the development of the temporal-aspectual system 
closely follows the child’s cognitive development. Before the age of 6, children pay 
more attention to particular rather than to more general characteristics of situations or 
objects. They are limited to an egocentric view of the world, they cannot ‘decentre’ and 
hence are able to talk mainly about the ‘here’ and the ‘now’. After the age of 6, during 
the so-called operațional stage, children are able to deploy complex activities. Most 
importantly, relațional thinking develops during this stage.

Cromer (1968), Bronckart and Sinclair (1973), Antinucci and Miller (1986) 
adopt this view in their analyses of temporal-aspectual development. Cromer (1968) 
suggests that English-speaking children use few temporal structures before the age of 6 
because of their egocentric view of the world.

Antinucci and Miller (1986) argue that at the beginning of acquisition, which 
would correspond to Piaget’s pre-operational stage7, the child’s capacity to represent past 
events is limited: he/she can only encode past events which have a clear resultative 
value, i.e. when they result in a present observable end-state. In order to be able to 
represent a past event, the child needs a concrete link between the NOW and the action, 
i.e. an observable result. That is why Italian children use the passatto prossimo (a 
compound form of past tense) first only with telic predicates, over-marking the 
resultative value with non-adult agreement between the verb and the direct object. The 
capacity of representing past events expands via different cognitive routes and the child 
will gradually use thepassalto prossimo with all types of predicates.

7 But see Weist (1981) where it is argued that Piaget does not actually state that the pre-operational 
stage or the sensorimotor one is a period when the child lacks the ability to talk about past and future events. 
This period seems rather a time when children acquire the capacity to represent temporal concepts 
syntactically and hence to express deictic relationships.

Bronckart and Sinclair (1973) propose that, during the pre-operational cognitive 
stage, young children mark aspectual distinctions because they refer to properties of 
particular events; during this stage children tend to pay more attention to particular rather 
than to more general characteristics. They will begin to use different verb forms indicating 
tense only during the operațional cognitive stage, when relațional thinking develops.

Such accounts, however, are not without problems. On the one hand, they cannot 
explain why children do use various temporal forms before the age of 6, i.e. before the 
operațional stage. There is experimental evidence that young children have good 
knowledge of temporal concepts (Wagner 1999) and can use past tense markers in the 
absence of end-results (Di Paolo and Smith 1978, Harner 1981). On the other hand, 
they cannot explain the existence of similar developmental patterns with respect to the 
acquisition of tense and aspect in adult second language acquisition, i.e. in the case of 
learners who are past their operațional stage.

3.4.3.2 Environmentally driven accounts

Shirai and Andersen (1995) and Aksu-Koț (1998) take the distribution of past 
tense morphemes in the linguistic input provided by caretakers as a possible cause of the 
distributional pattern observed in early speech. They adopt the distributional bias 
hypothesis which claims that adult speakers tend to use past tense inflections more 
frequently with telic predicates than with atelic ones. On such a view, the child’s 
mappings resemble the linguistic input which he/she receives. The distributional pattern 
observed in caretakers’ speech is taken to account, at least partially, for the pattern

Differences 
related to 
cognitive 
development 
can account 
for the 
differences 
between 
early tem
poral Systems 
and the adult 
norm.

Children can 
initially refer 
only to past 
events which 
have a clear 
resultative 
value.

Children tend 
to mark 
aspectual 
distinctions 
because they 
pay more 
attention to 
particular 
characteristics 
of events.

The early ‘past 
tense inflection- 
telic verb/ 
present tense 
inflection-atelic 
verb' pattern 
actually reflects 
the linguistic 
input which the 
child receives.
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observed in early speech. The analysis of the input received by the three English children 
(Adam, Eve, Naomi, Brown corpus, CHILDES) whose speech was examined by Shirai 
and Andersen (1995), lend support to this ‘input’ hypothesis. AII the mothers used past 
tense inflections more frequently with telic verbs (Andersen and Shirai 1995:751):

Table 2
Inherent aspect with past tense inflection in mother’s speech

State Activity Accomplishment Achievement
Adam’s mother 17% 8% 11% 67%
Eve’s mother 13% 7% 21% 59%
Naomi’s mother 12% 18% 12% 23%

Further evidence comes from the input Turkish children receive. Aksu-Koș 
(1998) examined the frequency of tense and aspect inflections and their distribution with 
various lexical classes of verbs in a mother and child conversation. The Turkish mother 
uses the past tense morpheme -dl most frequently with achievement verbs (70%) and the 
present/imperfective morpheme -lyor most frequently with activity verbs (61%). 
However, in the child language corpus, the preference for the pattern of distribution 
detected in the adult input is stronger (Aksu-Koș 1998: 265):

Distribution of -rf/and -fyor in the mother’s and child’s speech
Table 3

State Activity Accomplishment Achievement
-dl Mother 6% 8% 16% 70%

Child 3% 6% 7% 84%
-lyor Mother 21% 61% 9% 9%

Child 18% 67% 7% 7%

A prototype 
explanation: 
the child 
begins with a 
prototypical 
representation 
of events, 
making non- 
canonical 
aspectual 
choices at a 
later stage.

How can one account for this stronger tendency detected in child speech if one 
assumes that the early distributional pattern reflects the adult norm? Besides reflecting 
the input, the child’s tendency to restrict one inflection to one aspectual class may 
suggest that ‘the child tends to simplify the pattern in the input, to carve herself an 
operațional space to figure out how the system to which she is exposed works’ (Aksu- 
Koț 1998:277)8. Gradually, children extend the use of tense morphemes to all the classes 
of predicates. What ‘guides’ them in this shift?

8 Notice that this is very much in the spirit of Weissenborn’s (1990) Principie of Minimal Structure.

Andersen and Shirai (1995) propose an explanation of this developmental shift in 
terms of the prototype theory (Rosch 1973, 1978). Early tense marking is analysed as 
having three relevant features: [+ telic], [+ punctual], [+ result], which the child treats as 
prototypical. In the beginning, he/she will only associate the past tense markers with 
those predicates which share the same set of features, i.e. he/she tends to represent events 
in their prototypical aspect. Gradually, the child will extend the category boundary and 
make non-canonical aspectual choices. He/she will begin to use the tense inflection with 
other, more marginal members of the category, as is the adult norm.

The prototypes of past tense and perfective aspect are very similar, if not 
identical, which makes it very difficult to state whether it is the case that early past tense 
morphemes encode aspectual features or tense features. This analysis, according to 
which telicity and pastness share a prototypical representation, leads to a confusion with 
regard to the dimension which the past tense morpheme targets, and hence significantly 
weakens the validity of the aspect before tense hypothesis in its strong variant.
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3.4.3.3 Continuity accounts

3.4.3.3.1 A performance explanation

McKee and Emiliani (1993) re-examine the data from Italian children that 
Antinucci and Miller (1976) used to demonstrate that the early temporal system is 
different from that of the adult. McKee and Emiliani argue that the children’s speech is, 
actually, consistent with the target grammar. This hypothesis is supported by the results 
of an elicited production task which show that, in spițe of some clitic omissions, children 
have knowledge of clitics and of object agreement in passato prossimo clitic and non- 
clitic constructions. They also have correct knowledge of subject-participle agreement. 
The agreement pattern analysed by Antinucci and Miller as non-adult is assumed, on 
this view, to be consistent with the adult norm, which allows the past participle in 
passato prossimo configurations to agree with the object when a clitic object is placed in 
preverbal position (31) but disallows it when an full DP object is used in post-verbal 
position (32):

(31) Ho preso le calze.
have-lsl pers. sg. taken the socks

(32) Le o prese io.
clitic-them-fem.pl. have-lsl pers.sg. taken-fem.pl I

A performace 
account: 
children seem 
to mark only 
aspectual 
distinctions 
because, for 
performance 
reasons, they 
omit 
auxiliaries and 
clitics.

The utterances discussed in Antinucci and Miller are argued not to be deviant from 
the target, they are only incomplete (they lack an overt clitic); the agreement pattern does 
show that the clitic is there: ‘Briefly, we think it likely that even the youngest children’s 
object agreement only occurred where clitic objects were intended’ (McKee and Emiliani 
1993). It is for performance reasons (limitations on utterance length, developing lexicons, 
interactions with stress) that early utterances seem different from the norm.

3.4. 3.3.2 A subset principie account

In line with the Continuity Hypothesis, Olsen and Weinberg (1999) argue that the 
asymmetry between the use of the English -ed morpheme in child and adult speech does 
not reveal the existence of different organisational principles in the two grammars. The 
temporal systems of early speech and of the adult are assumed to be constrained by the 
same principles. The differences observed between the two are accounted for in terms of 
the syntactic Subset Principie, in accordance with which children, when forced to choose 
from a set of possible hypotheses, will start with the most restrictive option, which may 
differ from the option available in the target language but does not violate UG. Then, on 
the basis of the positive data provided by the linguistic input, they will relax the inițial 
restrictive option and will switch to the one which is appropriate with respect to the target, 
i.e. to the option which matches the input.

They adopt the analysis of aspect put forth in Olsen (1997) (which follows 
mainly the theory of aspect in Smith 1991), according to which the aspectual 
classification of verbs is taken to operate on the level of semantic features, as shown in 
the table below (Olsen and Weinberg 1999: 531):

A Subset 
Principie 
account: 
children begin 
with the most 
restrictive 
option with 
respect to the 
mapping 
between 
tense/aspect 
inflection and 
aspectual 
features.

Lexical aspect
Table 4

Aspectual class Telic Dynamic Durative Examples
State + Know, have.
Activity + + March, paint
Accomplishment + + + Destroy
Achievement + + Notice, win
Semelfactive + Jump, tap
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The features marked with '+ ’ are the only ones which may be used as 
determinants of the core behaviour of the members of each class. Grammatical aspect 
interferes with these features and can thus be restricted or unrestricted in predictable 
ways. Since the child’s early options are guided by the Subset principie, he/she will have 
to choose the most restrictive option with respect to the mapping between grammatical 
tense/aspect inflection and aspectual features. A very restrictive option is the one of 
Chinese, where imperfective affixes are restricted to events, and the one in Korean, 
where the perfective is restricted to verbs which have the feature [+telic], Both Chinese 
and Korean are UG possible options. The child will initially assume that these 
restrictions can apply to the target language as well: ‘So children assume as an inițial 
hypothesis in all languages that the imperfective is restricted to [+dynamic] and 
[+durative] verbs and the perfective to [+telic] predicates.’ (Olsen and Weinberg 1999: 
533). If this hypothesis is not appropriate for the target language, the child will see, 
gradually, that the positive data disconfirm this inițial option and will relax it, allowing, 
for example, the English past perfective morphemes to occur with all the lexical classes 
of verbs. On such a view, the input helps the child to switch to the adult state.

Their hypothesis is supported by the data in four CHILDES file sets of child 
English, which provide evidence that children initially choose the most restrictive option, 
i.e. the most restrictive relationship between grammatical morphemes and lexical aspect. 
The use of -ed, for example, is initially restricted to [+telic] verbs but gradually, on 
exposure to adult data, the constraint is relaxed and the children adopt a less restrictive 
alternative: the number of atelic verbs which appear with -ed increases as they mature.

4 Early tense systems do not lack tense

4.1 The deficient tense hypothesis

Children use 
tense 
inflection to 
refer to 
temporal 
location.

The deficient 
tense 
hypothesis: 
the early 
temporal 
system is 
simpler: it 
lacks RT, but 
it is deictic.

The empirical data presented in the previous section only show that children 
show a preference for certain patterns of distribution of early tense morphemes, they do 
not actually provide evidence that at an early stage the child uses only this pattem nor 
that he/she lacks the ability to code deictic relationships. We have seen that as early as 
the opțional infinitive stage, the root infinitive structure can receive present, future and 
past tense interpretation, in spițe of the absence of explicit tense markers. Children seem 
to have a basic temporal orientation before the onset of tense marking which suggests 
that they develop time concepts independently of their encoding of tense by inflection.

Also, as Shirai and Andersen (1998), among many others, point out, because 
telicity and pastness, on the one hand, and atelicity and presentness, on the other, share a 
prototypical representation, it is difficult to state what exactly a child targets when using 
a certain tense morpheme. Also, since temporal interpretation also implies aspectual 
information, it is difficult to tear tense and aspect apart. In some languages, tense and 
aspect can be marked by one single marker and they can also interfere with modality 
(see, for example, the case of Greek, Aksu-Koș 1988).

There is evidence both from early corpora of child speech and from experiments 
that young children use and/or comprehend past tense morphology in the absence of an 
end result in various languages, such as English (Di Paolo and Smith 1978, Wagner 
1999), Serbo-Croat (Radulovic, cited in Weist et al. 1984), Polish (Weist et al. 1984) and 
Russian (Gvozdev, cited in Weist et al. 1984). Such data led researchers (Weist et 
al.1984, Smith and Weist 1987, Fantuzzi 1996, Weist et al. 1997) to conclude that 
children can assign tense meaning to tense morphology, a point of view radically 
different from the one supported by advocates of the aspect-before tense hypothesis. The 
differences between the child’s temporal-aspectual system and the adult’s are accounted 
for as deriving from a fragile temporal system: ‘young children have not yet securely
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mapped tense concepts onto tense morphology’ (Wagner 1999:716), which is deficient or 
limited because it lacks flexible RT and hence embedding possibilities (Smith 1980). 
Briefly, on such a view, the child’s temporal system is deviant with respect to the adult 
norm but it is, however, a deictic system: ‘The child system is simpler but not different 
in organization from the adult: both have the essential property of relating a time to an 
orientation time by simultaneity or sequence’ (Smith 1980:265). It is not the case that 
tense inflection codes aspectual information. Contrasts in tense and contrasts in aspect 
emerge simultaneously (Weist et al. 1984).

Let us caii this the deficient-tense hypothesis and let us see how the deficiency of 
the early system has been analysed.

Smith (1980), Weist et al. (1984), Smith and Weist (1987), Fantuzzi (1996), 
Matsuo and Hollebrandse (1999) propose that the child’s early temporal system is 
simpler in terms of organisation than the adult’s. According to a by now tradițional 
analysis of tense, which goes back to Reichenbach (1947), it is assumed, as already 
discussed in this chapter, that tense implies three distinct relationships: Speech time (ST) 
-  Reference time (RT), ST- Event time (ET) and ET-RT.

The child’s early temporal system is limited to the relationship between ET and 
ST. At this stage, RT is always established at ST, it is “fixed”. The child can refer to 
times other than the present, but only from the point of view of ST, i.e. of NOW. The 
system involves the basic relațional values of simultaneity and sequence, but only with 
respect to this “fixed” point of orientation. The lack of a flexible RT can explain why 
embeddings are not possible during this stage (Matsuo and Hollebrandse 1999, 
Hollebrandse 1998). Aspectual contrast is also present. Time adverbials are rarely used 
though their presence in the input seems to be relevant for a correct comprehension of 
temporal values (Wagner 1999). The ability to refer to events from more than one 
perspective develops gradually, in stages:

What develops gradually is the ability to refer to events from more than 
one aspectual perspective. It is also necessary for the two parts o f the temporal 
reference system (time order and aspect) to integrate with each other (Smith 
1980: 266).

4.2 Two early temporal systems

4.2.1 The case of German

In what follows two developmental ‘stories’ of two different temporal systems 
will be sketched. One story looks at data from child English, the other one to data from 
child German. They both assume that early temporal systems are deictic.

Behrens (1993) examines the acquisition of the past tense by seven monolingual 
Geman children (aged l;0 -4;0) and takes the longitudinal data to reveal the existence of 
three phases of development with respect to the past tense:

Phase I: all the children (with one single exception) used non-finite forms and a 
few finite forms. However, in spițe of the lack of overt tense marking, children 
already had a basic temporal orientation: they could refer to past and future 
events.
Phase II: during this stage all the children could use the present tense paradigm 
and non-finite past participles. The bare past participle (33) and the copula 
preterite (34) are the first overt markers of past tense (at about age 2): '

(33) faschetunken
bottle drunken

241
https://biblioteca-digitala.ro / https://unibuc.ro



(34) ba waden (=ba waren) 
we were for a walk

(Behrens 1993:67)

Phase III: all the children acquired complex predicates, notably the Perfekt (a 
compound form of past tense which requires the use of an auxiliary). The finite auxiliary 
emerged about 2-3 months after the first markers of past tense:

(35) Puppa ist putegange. 
doll is broken

(Behrens 1993: 68)

The preterite emerges simultaneously with the past participle and Perfekt 
constructions. However, at this stage, the predominant markers for the past tense 
remain the past participle and the Perfekt construction. The preterite and the 
pluperfect (which emerges later) have a marginal role, though the preterite is the 
standard form used with modals and copulas.

Though one can detect a certain tendency of using the past tense with telic verbs, 
this preference is not exclusive. German children do not rely on resultativity as a 
semantic basis for the acquisition of the past tense. Tense morphemes are used not only 
to refer to aspectual distinctions but also to genuine temporal reference.

4.2.2 The case of English

Fantuzzi (1996) analyses the Eve files (Brown 1973, CHILDES) with respect to 
the acquisition of tense. Different stages are observed:

Stage I: most verbs are not inflected for tense, but their temporal meaning is 
clear from the context. The past tense and Progressive inflections emerge at this stage 
and are used to contrast perfected past events with imperfective present events. The past 
tense morpheme -ed is mainly used with non-durative verbs (fell, forgot, broke) while 
the Progressive marker -ing occurs mainly with durative ones (swimming, banging, 
lying down).

Fantuzzi (1996) tries to account for the opțional use of tense markers in terms of 
the deficient tense hypothesis. His core proposal is that at this early stage the temporal 
system is underspecified: RT is missing. Tense morphemes, when used, refer only to the 
relationship ET-ST, i.e. they differ from the adult system, where they indicate the 
relationship RT-ST. Progressive vs. non-progressive aspect is also distinguished:

(36) TP

E=S Aspect
E<S
E>S + progr VP 

-  progr

As long as RT is absent, the use of tense morphemes is opțional: ‘The 
obligatory use of tense morphemes in English follows from the establishment of a 
third reference point and the construction of complex tense structures with syntactic 
dependencies’ (p. 201).

Stage II: at this stage, there is clear evidence that the system is deictic:

(37) I write right there ( for a completed event)
(38) I go write ( for intention)
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( 39) /  writing (for action in progress)
(Fantuzzi 1996: 208)

Stage III: a third reference point is established: RT. However, the use o f 
auxiliaries and tense inflection is still opțional. This suggests that the temporal system is 
not yet fully adult-like, it does not involve syntactic dependencies between CP and TP in 
complex clauses. This will only be attained in the next stage.

The two developmental analyses lead to the same conclusion: early temporal 
systems are deictic before the emergence o f overt tense markers. The first overt tense 
inflections do not refer (only) to aspectual distinctions but to temporal relationships. 
This conclusion is also supported by experimental data: 16- and 20-month-old English 
speaking children do include information about temporal order in their representation of 
experienced event sequences (Bauer and Mandler 1989).

Telicity or resultativity do not seem to be important for the acquisition o f tense 
marking. Such a view is also supported by experimental data regarding children’s 
comprehension o f present, past and future tense in telic and atelic contexts (Wagner 
1999). The results o f the experiment, which tested monolingual English-speaking 
children (younger than 4) show that the lexical aspect o f the predicate does not influence 
children’s comprehension o f tense morphology, providing evidence that there are not 
strong conjectures relating semantic features such as resultativity or telicity to tense 
morphology.

The child’ s system differs from the adult’s in terms o f simplicity. Early 
temporal systems lack RT and hence the syntactic dependencies between CP and TP.

Both cases lend support to the deficient tense hypothesis without denying, 
however, that there is an early connection between lexical aspect and grammatical 
morphemes of tense and aspect.

SUMMARY

In this chapter the following core issues regarding the acquisition o f tense and 
aspect have been addressed:

• the existence/the absence of an early temporal system
• the emergence o f aspect before tense
• innateness and lexical aspect
• the early temporal-aspectual system: is it adult-like in most/all respects?

The following tentative generalisations have been provided:

• morphological markers of aspect seem to emerge earlier than morphological 
markers of tense, at least in languages in which tense and aspect have different 
markers. In the absence of tense markers, the markers of aspect can refer to 
temporal location.

• Lexical aspect can also be associated with temporal interpretation at an early 
stage and one can also notice an early awareness o f the relationship between 
lexical and grammatical aspect.

• Early tense markers may provide aspectual information .

• The empirical data as well as the available analyses are contradictory with respect 
to the innateness of aspectual contrasts as well as with respect to the relevance of 
lexical aspect for the acquisition of the temporal-aspectual system. However, most 
of the data suggest that children are sensitive to certain associations between lexical 
classes of verbs or between certain aspectual contrasts and morphological markers 
of aspect/tense.
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• There exists an early deictic temporal-aspectual system which differs from 
the adult one; it is limited to the relationship between ET and ST. At early 
stages, RT is always established at ST.

Further reading

Focussed: If you are interested in the acquisition of the Sequence of Tenses, 
Hollebrandse (1998) presents a challenging hypothesis. If you want to focus on the 
acquisition of tense-aspect funcțional elements, Stromswold (1990) is a comprehensive 
dissertation on learnability and the acquisition of auxiliaries. For data from particular 
languages, you can go to the references in this chapter.

Textbooks: If you are interested in a very brief presentation of the acquisition of 
tense and aspect, Goodluck (1991) is a good choice (pp. 128-130).
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